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In a Hilbert space K, discrete families of vectors {hj } with the property thatl = "I., (hj I/)hj for 
every lin K are considered. This expansion formula is obviously true if the family is an 
orthonormal basis of K, but also can hold in situations where the h, are not mutually orthogonal 
and are "overcomplete." The two classes of examples studied here are (i) appropriate sets of 
Weyl-Heisenberg coherent states, based on certain (non-Gaussian) fiducial vectors, and (ti) 
analogous families of affine coherent states. It is believed, that such "quasiorthogonal 
expansions" will be a useful tool in many areas of theoretical physics and applied mathematics. 

I. INTRODUCTION 

A classical procedure of applied mathematics is to store 
some incoming information, given by a function/(x) (where 
x is a continuous variable, which may be, e.g., the time) as a 
discrete table of numbers (gjl/) =fdxgj(x)/(x) rather 
than in its original (sampled) form. In order to have a math­
ematical framework for all this, we shall assume that the 
possible functions I are elements of a Hilbert space K [we 
take here K = L z(R) ]; the functionsgj are also assumed to 
be elements of this Hilbert space. 

One can, of course, choose the functions gj so that the 
family {gj} (jEJ, J a denumerable set) is an orthonormal 
basis of K. The decomposition of lin to thegj is then quite 
straightforward: one has 

1= I(gjl/)gj , 
j 

where the series converges strongly. The requirement that 
the gj be orthonormal leads, however, to some less desirable 
features. Let us illustrate these by means of two examples. 

Take firstgj(x) =Pj(x) w(x) lIZ, where thepj are or­
thonormal polynomials with respect to the weight function 
w. In this case local changes of the function/will affect the 
whole table of numbers (g) I I) (jEJ), which is a feature we 
would like to avoid. 

An orthonormal basis {g)} (jEJ), which would enable 
us to keep nonlocality under control, is given by our second 
example. We cut R (the set of real numbers, which is the 
range of the continuous variable x) into disjoint intervals of 
equal length, and we construct the gj starting from an ortho­
normal basis for one interval. Schematically. consider h". an 
orthonormal basis of L Z ( [0,0) ), 

.j This work was carried out within the framework of the R. C. P. "Onde­
lettes." 

b) "Bevoegdverklaard Navorser" at the National Foundation for Scientific 
Research, BelgiU111. 

J = {(n,m); n,meZ, the set of integers) , 

{
h" (x - ma), for ma<.x< (m + l)a, 

g",m (x) = 0, otherwise. 

If now the functionl undergoes a local change, confined to 
the interval [ka,la] , only the numbers (g",m II) with 
k<.m<.l- 1 will be affected, reflecting the locality of the 
change. This choice for the g, also has, however, its draw­
backs: some of the functions gj are likely to be discontinuous 
at the edges of the intervals, thereby introducing discontinui­
ties in the analysis off, which need not have been present inl 
itself. This is particularly noticeable if one takes the follow­
ing natural choice for the h,,: 

h" (x) = a- J/ ze121T%/Q • 

In this case even very smooth functions I will give values 
g",m (j) significantly different from zero for rather high val­
ues of n, reflecting high-frequency components artificially 
introduced by the cutting of R into intervals. 

We shall now see how these undesirable features can be 
avoided by taking radically different options for the choice of 
theg,. In particular, we shall not restrict ourselves to ortho­
normal bases. Let us start by asking which properties we 
want to require for the gj. 

The storage of the function I in the form of a discrete 
table of numbers (g) I I) (jEJ) only makes sense if one is 
certain that I is completely characterized by the numbers 
(g, I I) (jEJ). In other words, we want 

(gjl/) = (gJ Ih), for all j in J, 

to imply 1= h, which is equivalent to saying that the vectors 
{gj} (jEJ) span a dense set, i.e., that the orthonormal com­
plement {g);jEJ} = {O}. This will be our first requirement. 

In all the cases we shall discuss, the set {gJ} (jEJ) is 
such that the map 

T: 1--( (g) I I) jeJ 

defines a bounded operator from K to IZ(J), the Hilbert 
space of all square integrable sequences labeled by J. In other 
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words, 1 is countable, and there exists a positive number B 
such that for allfin 7t' one has 

II(gjlf)1 2,B IIfW· 
}6J 

This can also be stated in the following, equivalent, form: If 
Igj ) (gj I is defined as the operator associating to every vector 
h in 7t' the vector (gj I h ) gj' then 

Ilgj ) (gj I e36' (7t') 
}6J 

(the set of all bounded operators in 7t'), with 

IIIlg) (gjlll<B. 
}6J 

In order to reconstructf from the discrete table ( (gj I f) )}6J' 
one needs to invert the map T 

T: f-( (gj I f) )}6J 

from 7t'to [2 = /2(/). 

In general the image T7t'is not all of /2, but only a 
subspace of /2; one can see this, for instance, ifthegj consti­
tute what is often called, in the physics literature, an "over­
complete" set, i.e., if eachgj is in the closed linear span of the 
remaining ones: {gk; keJ, k =l=j}. Strictly speaking, there is 
then no inverse map T - I. This is, of course, no real diffi­
culty: One can define a map T from /2(/) to 7t', which is zero 
on the orthogonal complement of T7t' and which inverts T 
when restricted to T7t'. 

If the spectrum of the positive operator :I}6J Igj ) (gj I 
reaches down to zero, this inverse is an unbounded operator, 
and the recovery off from ( (gj I f) )}6J becomes an ill-posed 
problem. This is avoided if we require the spectrum of 
:I}6J Igj ) (gj I to be bounded away from zero, i.e., ifwe impose 
that there exist positive constants A,B such that 

Al,Ilgj) (gjl,Bl. 
}6J 

(Here 1 is the identity operator in 7t'. The inequality sign , 
between two operators L and T means that their difference 
T - L is positive definite.) Equivalently, for allfin 7t', we 
require 

A 11f1l 2 ,II(gjlfW<B 11f1l2. (Ll) 
}6J 

This is the second condition we impose on the set {gj} (jeJ). 
The only new condition is the lower bound. 

A set of vectors {gj} (jeJ) in a Hilbert space 7t', satisfy­
ing condition (Ll) with A,B>O, is called aframe} Note 
that in general the vectors {gj}}6J will not be a basis in the 
technical sense, even though their closed linear span is all of 
7t'. This is so because the vectorsgj need not be "ro indepen­
dent," even though they will usually be linearly independent. 
That is, a vector gj usually cannot be written as a finite linear 
combination of vectors g, (withl =1= j) but it may well belong 
to the closed linear span of the infinitely many remaining 
members of the family. Frames were introduced in the con­
text of nonharmonic Fourier series, where the functions gj 
are exponentials. I

,2 As far as we know, this is the onl~ con­
text in which frames have been put to use. One of the alms of 
the present paper is to provide examples of frames in other 
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contexts. Notice that the results on frames in connection 
with nonharmonic Fourier series can be rewritten as esti­
mates for entire functions in the Paley-Wiener spacel ,2; one 
of the results we shall derive here can be rewritten as an 
analogous estimate for entire functions of growth less than 
(2,!) (see Ref. 3). 

Notice that, even for functions gj satisfying the condi­
tion (1.1), the effective inversion of the map 
T: f-( (gj If»j may be a complicated matter..:.., The condi­
tion ( 1.1) on the gj ensures that the operator is T is bounded 
( II T II <A -1/2) but does not provide a way of calculating it. 
We are still left with a problem where we have to invert large 
matrices, although some convergence questions are under 
control. Assuming for a moment that T is given, we may 
define the family ek = Tdk , where the dk (keJ) form the 
natural orthonormal basis of /2(/). For C = (cj )}6Jel 2, the 
image Tc is then given by 

Tc= Icjej , 
j 

where the series converges strongly, by the boundedness of 
T. This then implies, for allfin 7t', 

f= I(gjlf)ej , (1.2) 
j 

again with strong convergence of the series. While (1.2) 
looks identical to the familiar expansion of f into biortho­
gonal bases, it really is very different because the (gj ) }6J need 
not be a basis at all, technically speaking. 

There exists, however, a particular class of frames for 
which these computational problems do not arise. These are 
the frames for which the ratio B / A reaches its "optimal" 
value, B /A = 1. One has then, for allfin 7t', 

II(gjlfW =A 11f1l2 
}6J 

or, equivalently, 

Ilgj) (gjl =Al. 
}6J 

(1.3 ) 

So the map T is now a mUltiple of an isometry from 7t' 
into /2; as such, it is inverted, on its range, by a multiple of its 
adjoint T·. Moreover IT· is a multiple of the orthogonal 
projection operator on the range T, which can be thus easily 
characterized. 

It is evident that (1.3) is satisfied whenever the gj con­
stitute an gj constitute an orthonormal basis (with A = 1 
then). We shall see that there are other, more interesting 
examples offrames satisfying (1.3), in which the vectors gj 
are not mutually orthogonal, and where the set {gj} (jeJ) is 
"overcomplete" in the sense defined above. We shall say that 
a frame is tight ifit satisfies condition (1.3) or, equivalently, 
if the inequalities in (1.1) can be tightened into equalities. 
The inversion formula allowing one to recover the vector f 
from «gj I f) )}6J is particularly simple for tight frames. For 
any fin 7t' one has 

f=A -II(gjlf)gj' (1.4) 
}6J 

where the series converges strongly (as in the case of a gen­
eral frame). The expansion (1.4) is thus entirely analogous 
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to an expansion with respect to an orthonormal basis, even 
though the gj need not be orthogonal. We believe that tight 
frames and the associated simple (painless!) quasiortho­
gonal expansions will tum out to be very useful in various 
questions of signal analysis, and in other domains of applied 
mathematics. Closely related expansions have already been 
used in the analysis of seismic signals.4 

The vectors gj constituting a tight frame need not be 
normalized. On the other hand, an orthogonal basis consist­
ing of vectors of different norm, does not constitute a tight 
frame. 

In real life, of course, one will have to deal with finite 
sets ofvectorsgj , i.e., one will have to truncate the infinite set 
J to a finite subset. The reconstruction problem then be­
comes ill-posed, and extra conditions, using a priori informa­
tion on/. will be needed to stabilize the reconstruction proce­
dure.s We shall not address this question here. 

In this paper, we shall discuss two classes of examples of 
sets {gj} (jEJ). In both cases, this discrete set of vectors is 
obtained as a discrete subset of a continuous family which 
forms an orbit of a unitary representation of a particular 
group. Schematically, such families can be described as fol­
lows. Consider the following.6 

(i) U(·) is an irreducible unitary representation, on K, 
of a locally compact group Y. 

(ii) d", ( .) is the left-invariant measure on Y. 
(iii) Let g be an admissible vector in K for U (see Ref. 

6), i.e., a nonzero vector such that 

cg = IIgll-2f d",(y) I (g,U(y)gW < 00, (1.5) 

the integral being taken over Y. 
(Notice that there are many irreducible unitary repre­

sentations for which no admissible vectors exist. However, if 
there is one admissible vector, there is a dense set of them, 
and we call the representation square integrable.6

) 

(iv) Then 

f d",(y)U(Y)lg) (glU(Y)· =cgl, (1.6) 

where the integral is to be understood in the weak sense. If 
the group Y is unimodular [i.e., if d", ( .) is both left and 
right invariant], the existence of one admissible vector in K 
implies that all vectors in K are admissible; moreover, one 
has in this case that cg = cIIgll 2 for some C independent of g 
[see Ref. 6(b)]. 

(v) In order to obtain possible sets {gj} (jEJ) we choose 
( 1) an admissible vector g in K and (2) a "lattice" of dis­
crete values for the group element y: {Yj; jEJ}. 

The vectors gj are then defined as 

gj = U(Yj)g. 

By imposing appropriate restrictions on g and on J, we 
shall obtain families {gj} that are frames-or tight frames­
inK. 

With this procedure it is possible to adjust the "spacing" 
of the "lattice" {Yj; jEJ} according to the desired degree of 
"oversampling." In the two cases that we shall consider, this 
flexibility can be exploited at little computational cost, since 
the action of U(y) on g is very simple and the new gj-
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obtained after an adjustment of the "lattice" -can be easily 
and quickly calculated. 

In this paper, we shall discuss sets {gj} (jEJ) construct­
ed along the lines described above for two different groups; 
the Weyl-Heisenberg group, and the affine or ax + b group. 

In Sec. II we treat the Weyl-Heisenberg case. We start, 
in Sec. II A, by giving a short review of the definition and 
main properties of this group and of the associated "over­
complete" set, generally called the set of coherent states. A 
particular discrete set of coherent states is associated to the 
so-called von Neumann lattice and to a particular choice of 
g; it has been discussed and used many times (see, e.g., Refs. 
7 and 8). It is well known that the set of coherent states 
associated to the von Neumann lattice is complete, i.e., that 
its linear span is dense in K (see Refs. 8-10). It thus meets 
the first of the two requirements listed above. We show in 
Sec. II B that the second requirement is not met: the coher­
ent states associated to the von Neumann lattice do not con­
stitute a frame. In Sec. II C we shall see that a similar lattice, 
with density twice as high, does lead to a frame. In II D we 
concentrate on analogous families of states based on func­
tion g with compact support, as opposed to the most com­
monly discussed canonical coherent states, where g is a 
Gaussian. We derive sufficient conditions ensuring that the 
gj = U(Yj)g constitute a frame. In Sec. II E we show how g 
can be chosen in such a way that the frame generated is tight. 
In Sec. II F we analyze this situation and describe in more 
detail the necessary and sufficient conditions that g has to 
satisfy in order to generate a tight frame. 

In Sec. III we discuss the ax + b group. Again we start, 
in Sec. III A, with a short review of definitions and proper­
ties, including the so-called affine coherent states. The affine 
coherent states were first defined in Ref. 11; detailed studies 
of them can be found, e.g., in Refs. 4 and 12; for applications 
of these states to signal analysis, see Ref. 4. In Sec. III B we 
discuss discrete "lattices" of affine coherent states based on 
"band-limited" functions g, i.e., on functions such that the 
Fourier transform of g has compact support. We derive suffi­
cient conditions for these discrete sets to be frames. In Sec. 
III C we show how certain specific choices of g lead to tight 
frames; in Sec. III D we again analyze the construction, and 
derive necessary and sufficient conditions on g, ensuring that 
certain frames will be tight. 

As can be readily seen from Sec. II E and Sec. III C, the 
construction of tight frames associated with the Weyl-Hei­
senberg group is essentially the same as that of tight frames 
associated with the ax + b group. Tight frames associated 
with the ax + b group were first introduced 13 in a different 
context closer to pure mathematics. In Ref. 13 (b) one can 
find a definition of "quasiorthogonal families" very close to 
our tight frames, and a short discussion of the similarities 
between a "quasiorthogonal family" and an orthonormal ba­
sis. For the many miraculous properties of this orthonormal 
basis, see Ref. 14. 

Finally, let us note that while we have restricted our 
discussion to K = L 2 (R) , it is possible to extend the discus­
sion to L 2(R"), as well for the Weyl-Heisenberg group as 
for the ax + b group. In the latter case the unitary represen­
tation U(·) underlying the construction of frames, is no 
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longer irreducible. A more detailed analysis shows, how­
ever, that the essential feature is cyclicity of the representa­
tion rather than its irreducibility. IS 

II. THE WEYL-HEISENBERG CASE 

A. Review of definitions and basic properties 

The Weyl-Heisenberg group is the set TXRXR 
(where T is the set of complex numbers of modulus 1), with 
the group multiplication law 

(z,q,p)(z',q',p') = (ei(pq' -p'q)/2zz',q + q',p + p') . 

We shall here be concerned with the irreducible unitary 
representation of this group acting in the Hilbert space 
71" = L 2(R,dx), and given by 

(W(z,q,p )f)(x) = ze - ipql2eiPJCf(x - q) . 

The Weyloperators W(q,p) are defined as 

W(q,p) = W(1,q,p); 

they satisfy the relations 

W(q,p) W(q',p') = exp[i(pq' - p'q)/2J W(q + q',p + p'), 

an exponentiated form of the Heisenberg commutation rela­
tions. By a theorem of von Neumann, the above relations 
determine the irreducible family W up to unitary equiv­
alence. A well-known propertyl6 of Weyl operators is the 
following; for allfl,J;,g1,g2' in 71" one has 

J f dpdq(fl,W(q,p)gl) (W(q,P)g2,J;) 

= 21T(fdf2) (g2Igl)' (2.1) 

Comparing this with (1.5) and (1.6), one sees that all ele­
ments of 71" are admissible and that cg = 21TligIi2. These two 
features are a consequence of the unimodularity of the 
Weyl-Heisenberg group. 

The family of canonical coherent states is defined as a 
particular orbit under this set of unitary operators. The ca­
nonical coherent states can be defined as the family of vec­
tors W(q,p)O, where 0 is the ground state ofthe harmonic 
oscillator: 

O(x) = 1T- 1/4 exp( - x2/2) . 

One readily sees that this is equivalent to the customary de­
finition of a canonical coherent state as the function 

1T-1/4e-ipqI2elpx exp( - (x - q)2/2). 

We shall often work with orbits ofWeyl operators other 
than the canonical coherent states. We therefore introduce 
the notation 

Iq,p;g) = W(q,p)g, (2.2) 

where g is any nonzero element of 71". The canonical coher­
ent states are thus lP,q;O). As a consequence of (2.1), one 
has 
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B. The von Neumann lattice and Zak transform 

Take a,b > O. For any integer m,n, consider 

Ima,nb;O) = W(ma,nb)O. (2.3) 

It is known8-IO that the linear span of the set {Ima,nb; 
0); m,n in Z} is dense in 71" if and only if ab<.21T. At the 
critical density ab = 21T, this set of points {(ma,nb)} in 
phase space is called a von Neumann lattice.7 In quantum 
mechanics, the associated set of canonical coherent states 
has a nice physical interpretation. It corresponds to choos­
ing exactly one state per "semiclassical Gibbs cell," i.e., per 
cell of area h (Planck's constant). 

Notice that the discrete set of Weyl operators 
{W(ma,n21Tla); m,neZ} is Abelian. This feature is exploit­
ed in the construction of the kq transform, or Zak trans­
form, 17 which will tum out to be useful in what follows. 

Denote by 0 the semiopen rectangle 0 = [ -1Tla, 
1Tla) X [ - aI2,aI2). 

The Zak transform is a unitary map from L 2 (R) onto 
L 2([ - 1Tla,1Tla) X [ - aI2,aI2») = L 2(0) and is defined 
as follows. For a functionfin C;: (R) (infinitely differentia­
ble functions with compact support), one defines its Zak 
transform Ufby 

(Uf)(k,q) = (~)I/2L eikay(q -10), 
21T I 

(2.4) 

where, for any q, only a finite number of terms in the sum 
contribute, due to the compactness of the support off The 
map U, defined by (2.4), is isometric from C;: (R) CL 2(R) 
to L 2 (0); there exists therefore an extension, which we shall 
also denote by U, to all ofL 2(R). It turnsoutthat this exten­
sion maps L 2(R) onto all of L 2(0); this is the Zak trans­
form. 

We ask now whether the family (2.3) constitutes a 
frame, i.e., whether the spectrum of the positive operator 

P = L Llma,n21Tla;O) (ma,n21Tla;OI 
m n 

is bounded away from zero. We shall see that the answer to 
this question is straightforward for the unitarily equivalent 
operator UPU -I. The same technique was used in Ref. 
lO(a) to investigate the question whether the linear span of 
(2.3) and of similar families is dense. 

An easy calculation leads to 

[UW(ma,n21Tla)fJ (k,q) = e - ikmoeiQn21Tlo( Uf) (k,q) . 

(2.5) 

Hence, forf L 2(0), we have 

(J,UPU-1j) 

= L LIJ ( dk dq eikmoeiQn21Tlo( Un) (k,q)f(k,q) 12 
m n Jo 

= J dk J dq IUn (k,q)f(k,qW , 

where we have used the basic unitary property of Fourier 
series expansions. This shows that the operator Pis unitarily 
equivalent to multiplication by IUn(k,q) 12 in L 2(0). The 
spectrum of Pis therefore exactly the numerical range of the 
function 1 Un(k,q) 12. The function UO is given by 
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UO(k,q) = [01T-3/2/2P/2~ exp[ikla - (q -la)2/2] 

= [a17'-3/2/2P/2 exp( - ~/2) 

x83(a(k - iq)/2, exp( - a2/2»), 

where 83 is one of Jacobi's theta functions l8 

03(Z,U) = 1 + 2L uP cos(21z) . 
I 

The zeros of UO are therefore completely determined by 
the zeros of °3; one finds that the function UO has zeros at 
the comer of the semiopen rectangle [-17'/a,17'/a) 
X [ - a/2,a/2), and nowhere else. (The fact that UOiszero 
at the comer can also be seen easily from its series expan­
sion.) This is enough, however, to ensure that the spectrum 
of the multiplication operator by I UO(k,q) 12, and therefore 
also of P, contains zero. Therefore the family (2.3) associat­
ed to the von Neumann lattice is not a frame. 

C. A frame of canonical coherent states 

Since the family (2.3) with ab = 217' is not a frame, it is 
clear that we have to look at lattices with higher density, i.e., 
withab < 217'. [If ab > 217', the linear span of the vectors (2.3) 
is not even dense.] The construction above, which uses the 
Zak transform, will not work for arbitrary a and b; if b 
=1= 217'/a, thenEq. (2.5) will no longer be true in general. This 
is due to the fact that in general the operators W(ma,nb) do 
not mutually commute. It is, however, possible to use again 
the same construction in the case where the density is an 
integral multiple of the density for the von Neumann lattice. 
For the sake of definiteness, we shall consider the case where 
ab = 17'. 

We now have to study the operator 

P= L Lima, n17' ;0) (ma, n17' ;01. 
m n a a 

For n = 2/, it is clear from (2.3) that 

Im,2/; a,17'/a) = W(ma,1217'/a) 0 = Ima,217'1/a;0) . 

On the other hand, 

Im,21 + 1; a,17'/a) = eimab14 W(ma,217'1 fa) W(O,17'/a) 0 

= eimab 141 ma,217'1 fa; W(O,17'/a)0). 

Hence 

P = ~~Ima, 2;n ;o)(ma, 2;n ;01 

+ ~~Ima, 2;n ; W(o, ;)0) 

x(ma,2;n ;w(o,;)ol. 
Using (2.5) again, we then see that 

(J,UPU-1f) = f dk f dqlf(k,q>j2(IUO(k,q) 12 

+ I [UW(O,17'/a)0](k,q) 12), 

where U is again the Zak transform as defined above, in Sec. 
II B. A calculation of UW(O,17'/a)0 gives 
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[UW(O,17'/a)0] (k,q) 

= 2- 1/ 217'-3/4al/2eirrqla exp( - ~/2) 

X83[ (ak - aiq - 17')/2, exp( - a2/2)] , 

hence 

I UO(k,qI2 + I [UW(O,17'/a)0] (k,q) 12 

= 2- 117'-3/2exp( _ q2)a 

X{183[a(k - iq)/2, exp( - a2/1) W 
+ 03[ (ak - iqa - 17')/2, exp( - a2/2)] 12}. 

This function is continuous and has no zeros, since 
the zeros of 83[u,exp( -a2/2)] occur only at 
u = 1T(m +! + ia2 (n + !». There exist therefore A,B>O 
such that 

A< 1U0(k,q) 12 + I [UW(O,17'/a)0](k,q) 12<B; 

this implies that the set of canonical coherent states 
{lma,n17'/a; O)} (m,neZ) is a frame, with 

A<~~lma,n: ;0) (ma,"; ;ol<B. 
A numerical estimate of A and B gives, in the case a = 2, 

A;;d.60, 

B<2.43. 

Remark: The above analysis also works if the density of 
the chosen lattice is another, higher multiple of the critical 
von Neumann density, i.e., for ab = 217'/n, where 
n = 3,4, .... The ratio B / A ofthe upper and lower bound of 
the frame is clearly a decreasing function of n. 

O. lattices with analyzing wavelets of compact support 

We shall now consider families ofthe type Ina,mb;h), 
where h (x) is a function of compact support. 

As an example, consider first the case where h (x) is the 
characteristic function of an interval [ - L /2,L /2], i.e., 
h (x) = 1 if x belongs to this interval, and is zero otherwise. 
It is then easy to see that, with the choice a = L and b = 217'L 
(hence again ab = 217'), the family {Ima,nb;h)} (m,neZ) 
consisting of the functions exp[217'inx/L]h(x) is an ortho­
normal basis of L 2 (R) and therefore certainly a frame. 

For reasons explained in the Introduction, however, we 
prefer to work with smoother functions h. We shall see that 
under fairly general conditions, a lattice based on continuous 
functions of compact support also gives rise to a frame. The 
price to be paid is a higher density of the lattice; furthermore, 
the frame will not be tight in general. 

Theorem 1: Let h (x) be a continuous function on R, 
with support in the interval [ - L /2,L /2]. Assume that 
hex) is bounded away from zero in a subinterval [ -ILL / 
2./-LL/2] (O<IL<1): 

Ih(x) I>k, iflxl <ILL /2 (IL < 1) . 

Define now a lattice in phase space by taking a = ILL 
and b = 217'/ L (hence ab = 217'1L, but the "oversampling pa­
rameter" IL -I need not be an integer, contrary to Sec. II C). 
Consider the set of states 

{Ima,nb;h)} (m,neZ); 
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then this set is a frame, with 

A>L inf1x1<I'Llllh(x) 12>k 

and 

B <LSUPxeR [~lh(X + mft) 12] 

<L(1 + 2[ft-l] )(llh 1100 )2, 

where [ft - I] is the largest integer not exceeding ft - I. 
Proof: For typographical convenience, write 

11 = [ - L 12,L 12]. Let/be any element of L 2(R). Then 

(ma,nb;h II) =e- im1ll'1T i dxh(x) 

Xe-2i1TnxILI(x + mftL) . 

Hence, by considering the above integral as L 1/2 times the 
nth Fourier coefficient of the function h (x )/(x + mftL) de­
fined on the interval 11, 

LI(ma,nb;hI/W=L f dxlh(x)121/(x+ftmL)12 
n J~ 

>k2L f dxl/(x +ftmLW. 
JI'~ 

This implies 

On the other hand, we clearly have 

LLI(ma,nb;h I/W 
m n 

with 

= L f dX(Llh(x + mftLW) I/(x) 12 
J~ m 

b = supxeR [~lh(X + mftL) 12] 

«2[ft- l ] + l)(lIh 1100)2, 

and so our assertions are proved. 

E. Tight frames with analyzing wavelets of compact 
support 

We keep the assumptions and notations of Sec. II D. 
The arguments of that subsection show that 

~ I (mftL, 2~n ;h II) 12 

1276 

=L i dxlh(x)1 21/(x+ftmL )1 2 

=L J dxlh(x -ftmLWI/(xW· 

J. Math. Phys., Vol. 27, No.5, May 1986 

Consequently we have 

~ ~I (mftL, 2~n ;h )i12 

= L f dxl/(x) 12[ ~Ih(x + ftmLW] , 

and we obtain the following result. 
Theorem 2: Let h (x) be continuous on R, with support 

in [- L 12,L 12], and bounded away from zero on 
[ - ftL 12,/1'£ 12], where ° <ft < I. Assume furthermore 
that the function.Im Ih(x + ftmL) 12 is a constant, i.e., inde­
pendentofx. Then the family {lmftL,21TnIL;h )} (m,neZ) is 
a tight frame. 

Remark: By the assumptions on h, the sum 
.Im Ih(x + ftmL) 12 has only finitely many nonzero terms, 
and defines a continuous function of x. 

We shall now give a procedure for constructing func­
tions h that are k times continuously differentiable and sa­
tisfy the condition in Theorem 2: 

Llh(x + mftLW = const. (2.6) 
m 

Here k may be any positive integer or even 00. We start by 
choosing a function g that is 2k times continuously differen­
tiable and such that g(x) = ° for x<O, and g(x) = I for 
x> 1. Assume in addition that g is everywhere increasing. 

For the sake of simplicity, we shall now assume that 
ft>!. We then define h as follows: 

0, for x< -LI2, 
{g[ (xiL + 112)/(1 - ft) ]}1/2, 

for - L /2<x< - L(2ft - 1)/2, 
hex) = I, for -L(2ft -l)/2<x<L(2ft - 1)/2, 

{1-g([xIL - (2ft -1)/2]1(1-ft»))1/2, 

for L(2ft - I )/2<x<L 12, 
0, for x>L 12. 

The function h (x) defined in this way is non-negative, 
with support [- L 12,L 12] , and equal to I on 
[ - (2ft - I)L 12, (2ft - I)L 12]. Sincegis a C 2k function, 
one sees that h is indeed a C k function. The points 
x = ± (2ft - I)L 12, where h becomes constant, have been 
chosen so that their distance to the furthest edge of supp(f) 
is exactly ftL. It is now easy to check that h fulfills the condi­
tion (2.6): for Ixl«2ft - I)LI2, one has 

Llh(x + mftL) 12 = Ih(x) 12 = I ; 
m 

and for x in [(2ft - I)L 12,L 12], one has 

= Ih(x)1 2 + Ih(x-ftLW 

= l-g«(xIL - (2ft - 1)/2)1(l-ft» 

+g«((x -ftL)IL + 1I2)1(1-ft» = I. 

For x outside [ - (2ft - I)L /2,L 12] the result follows 
by simple translation. Hence 

2:lh(x + mftL) 12 = I , 
m 
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which implies 

~ ~ I mJlL, n~1T ; h ) (mJlL, n~1T ; h I = L 1 , 

and we have constructed a tight frame! 
The above construction may be clarified by the follow­

ing easy example. 
Example: We define a function h satisfying the condi­

tion (2.6) as follows: 

hex) = {a, if\xl>1T12, 
cos x, iflxl<1T12. 

HenceL = 1T. WetakeJl =~. Then (see also Fig. 1), withX 
the characteristic function of the interval [ - 1T 12, 1T 12] , one 
has 

~Ih(x + JlmLW = ~ cos2(x + ~1T~(X + ~1T) 
= cos2x + sin2 

X = 1 . 

In this example, the corresponding function g is the 
function 

{

a, 
g(x) = sin2(1TX12) , 

1, 

(a) 

(b) 

(e) 

I 
, 

h2.(x .1T./a "','", . .. . . 
> 

-Tt 

. 
• . .. .. .. 

if x>o, 
if O<x<l, 
if x> 1. 

Tt/2. 

2. • 'I" >i ( .. ): \ I-,l (" -1t/2.) 

o 

I • 
I ... 
I 
I 
Tt/l Itt 

n/2. 

I 
I 

FIG. 1. (a) The function hex) =cosxXI_ .. n ... nJ(x), (b) h2(X) and 
two translated copies, h 2(X + 1T/2) and h 2(X - 1T/2). (c) The sum 
h 2(X - 1T/2) + h 2(X) + h 2(X + 1T/2) is equal to I, for -1T/2<,x<'1T/2. 
Analogously l:f __ N h 2(X + i1T/2) = I, for - N1T/2<.x<.N1T/2, and 
l:JeZ h 2(X + i1Tl2) = 1 , for all x. 
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Remark: In our construction, we have assumed that 
Jl >~. For smaller values of Jl, a similar but more complicated 
construction can be made (see Appendix). 

F. A closer look at condition (2.5) 

Let h be a function continuous on R, vanishing on the set 
R \ [ - L 12,L 12] and nowhere else. The discussion of the 
preceding sections shows that the family of functions 

hm" (x) = e2lmIX1Lh(x + JlmL) (O<Jl< 1 ;n,meZ) 

is a tight frame if and only if (2.6) holds, i.e., one has 

I/(x + na) = const, (2.7) 

" 
with a = JlL and/(x) = Ih(x) 12. 

In this subsection we shall study the class of functions 
that satisfy (2.7); at first, we shall not requirel to be positive 
or to have compact support (as opposed to the assumptions 
on/in the preceding subsections). However, we need to 
impose some assumptions on I in order to ensure that the 
left-hand side of (2.7) is well defined. It will be convenient to 
work with the space CrfJ defined as follows. 

Definition: 

CrfJ = {f R---+C; I is measurable, 

and there exists a C>O and a K> 1, 

such that I/(x)I<C(1 + Ixl) -K}. 

It is clear that, for I in CrfJ, the series ~,./(x + na) is 
absolutely convergent, uniformly on the interval [ - a12, 
aI2]. We shall now derive a necessary and sufficient condi­
tion for elements of CrfJ to satisfy (2.7). Take lin CrfJ. Denote 
by 11 the interval [ - aI2,aI2]. Define, for q in 11, 

F(q) = I/(q + na) . 
" 

Fis bounded, and hence belongs to L 2 (11). We can therefore 
write its Fourier series as 

F(q) = Ic"e21T1"Qla ; 
" 

this series converges in the L 2 sense and also pointwise al­
most everywhere. The coefficients Crt are given by 

Crt = ~ r dq e- 21Ti"QlaI/(q + na) 
a Jll. " 

= ! f dqe- 21T;rtqlal(q) = (21T) 1/2 ! i(2:n) , 

where the interchange of integration and summation isjusti­
fied, since the series converges absolutely. We thus have 

I/(q+na) = (21T)1/2~ Ii(21Tn)e21Tirtqla. (2.8) 
" a" a 

This is Poisson's summation formula; see, e.g., Ref. 19, for a 
derivation ofthis formula for other classes off unctions. It is 
now clear that the conditioni( 21m1 a) = ° for n #0 is neces­
sary and sufficient for F = const. Recapitulating, take I in 
CrfJ. Then ~,./(q + na) is independent of q if and only if, for 
every nonzero integer n, one hasi(21Tnla) = 0. 

This motivates the following definition. 
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Definition: 

fa = {f R-C; jeCC and /(211"nla) = 0, 

for neZ, n #O} . 

The set fa has many interesting properties. We enumerate a 
few of them. 

( 1 ) fa is an ideal under convolution in C, i.e., ifjef a' 
geCC, then/.ge.Fa' 

(2) fa is invariant under translations: ifjef a then, for 
every yeR, the function x-+/(y - x) also belongs to fa. 

(3) Ifjef a' then, for every y > 0, the function x-+/(yx) 
belongs to f ya' 

( 4) If jef a then the integral of/ can be replaced by a 
discrete sum: 

J dx/(x) = a~/(na) = a~/(q + na) (for all q) . 

Proot 
( 1) It is easy to check that for/,geCC , one has / .geCC . 

Since 1f CL I(R), we have (f.g)(k)g(k) for all real k; 
hence (f.g) (211"nla) = 0 if/(2nla) = O. 

The assertions (2) and (3) are trivial. 

(4) J dx/(x) = (211")1/2/(0) 

= a (211") 1/2~ '2)( 211"n) e21rinq/a , 
a n a 

since/(211"nla) = 0 for n#O. Then (2.8) gives 

J dx/(x) = a~/(q + na) . 

Remark: Notice that (2.7) can be given an interpreta­
tion in terms of Zak transform, defined in Sec. II B. To im­
pose condition (2.7) on a function/amounts to requiring 
that its Zak transform (Uf) (k,q), defined on [- 11"la, 
11"la) X [ - a/2,a/2), should be constant along the line 
k=O. 

III. THE AFFINE CASE 

A. Review of definitions and basic properties 

The group of shifts and dilations, or the "ax + b group," 
is the set R·XR (where R· is the set of nonzero real 
numbers) with the group law 

(a,b)(a',b') = (aa',ab' + b) . 

We shall here be concerned with the following represen­
tation of this group on L 2 (R) : 

[U(a,b)f] (x) = lal- 1/2/(x - b)la) . (3.1) 

This representation is irreducible and square integrable, 
so there exists a dense set of admissible vectors. The admissi­
bility condition (1.5) can in this case be rewritten as 

cg = 211" f dplPl-1Ig(PW< 00 , (3.2) 

where g is the Fourier transform of g: 

g(p) = (211")- 1/2f dx e-ipXg(x)dx. 
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The fact that not every element of L 2 (R) is admissible 
with respect to the representation (3.1) stems from the non­
unimodularity of the ax + b group. The left-invariant mea­
sure on the ax + b group is a-2 da db; the right-invariant 
measure is lal- I da db. 

If g is an admissible vector, we define 

la,b;g) = U(a,b)g; 

such families of vectors can be called "affine coherent 
states.,,11.12 The notation just used does not differ from the 
notation (2.2), used for the Weyl-Heisenberg group. How­
ever, it should be clear from the context which family is used 
at anyone time. The general expression (1.4) in the Intro­
duction can then be written for the ax + b group in the fol­
lowing form: 

J a-2 da db la,b;g) (a,b;gl = cg 1 , 

where cg is defined by (3.2). 

B. Frames of affine coherent states, based on band· 
limited analyzing wavelets 

The families that we shall consider are defined as 

where 

an = exp(an), bmn =/3man , 

for some positive numbers a, /3. We shall now derive restric­
tions on these numbers under which this discrete family is a 
frame. 

The function g is supposed to be band limited, i.e., it is 
square integrable and its Fourier transform has compact 
support. We shall also assume that the support of g contains 
only strictly positive frequencies, i.e., is contained in an in­
terval [l,L], with 0 < I < L < 00. This will enable us to decou­
ple positive and negative frequencies in our calculations, 
which will turn out to be very convenient. Note that the 
requirement I> 0 automatically guarantees thatg is admissi­
ble [since the condition (3.2) is trivially satisfied] . 

Let/be any element of L 2(R). We want to show that, 
under certain conditions on a,f3,g to be derived here, we 
have 

m n 

with A >0, B < 00. 

An easy calculation leads to 

LI(an+ ,bmn;gl/W 
m 

If we impose on /3 the condition 

/3 = 211"I(L -I) , 

this simplifies to 
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~1(an+,bnm;glf)12= a:+f dWlg(WW'i(~ )1
2 

= f dwlg(an+w)12. (3.3) 

Define now 

F +(s) =f(e') , 

G(s) = g(e') . 

Sincean+ = exp(an) >0 for all neZ, and since suppgCR+ 
we can make the substitution t = e'in the integral (3.3) and 
write 

L LI(an+ ,bmn;glf) 12 
n m 

Since supp G = [log 1,log L] is compact, only a finite 
number ofterms contribute in the sum ~n IG(s + an) 12 for 
any s. If we define now 

A = infJER [~IG(S + an) 12] , 

B = SUP.oeR [~IG(s + anW ] , 

then clearly 

A L'" dwli(wW 

<~ ~I(an+ ,bmn;glfW<B L'" dwli(w)1 2, 

where we have used 

f dse'IF+(sW = L'" dwli(wW· 

(3.5) 

A similar calculation can be made for vectors involving an- • 

Introducing F _ (s) = i( - e'), one finds 

L LI (an- ,bmn;glf) 12 
n m 

= f dS[~IG(s+an)12]e'IF_(s)j2, 
hence 

A [00 dwli(w)1 2 

<~~I(a,.-,bmn;glfW<B [00 dwli(w)1 2. 

Combining this with (3.5) we find thus 

n m 

If we can derive conditions on a,p,g, ensuring that 
A >O,B < 00, then (3.6) implies that under these conditions 
the set {Ia±,bmn;g); m,neZ)} is a frame. Since suppg 
= [log I, log L] , it is clear that A is zero unless a 
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<log(L II). Ifweassumethatg(w) is a continuous function 
without zeros in the interior of its support, then this condi­
tion is also sufficient to ensure that A > o. Indeed, we then 
have 

A>inf{IG(s) 12; log I + (log (L II) - a)/2 

<s<log L (log - (L II) - a)/2} . 

As for B, it is not hard to show that 

B<{2[a- 1 10g(L II)] + GlIglI!. < 00 , 

where again we have used the notation [,u] for the largest 
integer not exceeding,u. 

We have thus derived a set of sufficient conditions en­
suring that our construction leads to a frame. The theorem 
below brings all these conditions together, rewritten in a 
slightly different form, and states our main conclusion. 

Theorem: Let g: R-C satisfy the following conditions: 
(i) g has compact support [l,k/], with I>O,k> 1; and (ti) 
Igl is a continuous function, without zeros in the open inter­
val (l,kl). Take a E (O,k). Define, for m,neZ, 

an+ = ± an, 

bmn = 217"/[ (k - 1)1 ]m an . 

Then the set {Ian±, bmn;g); m,neZ} is a frame, i.e., 

n m 

+ I an- ,bmn;g) (an- ,bmn;gI}<Bl . 

The lower and upper bounds A and B are given by 

n 

>inf{lg(wW; we[/(kla)1/2,/(ka)1I2]) , 

B = sUPweRLlg(anwW 
n 

<{2[log(k la)] + GlIglI!. . 

Remarks: (1) The same conclusions can be drawn un­
der slightly less restrictive conditions on g. Strictly speaking 
we only need IIgll 00 < 00 and infwe.1 Ig( w) I > 0 for any closed 
interval/l contained in (/,kl); both these conditions are of 
course satisfied if g is continuous and has no zeros in (l,kl). 

(2) As the calculations preceding the above theorem 
show, the positive and negative frequencies decouple neatly. 
It is therefore possible to choose a different function g _ (and 
accordingly, also a different lattice an ,bmn ) for the negative 
frequency domain than for the positive frequency domain. 

We have thus constructed a frame, based on a band­
limited function g, under fairly general conditions on g. In 
general, the ratio B I A, comparing the upper with the lower 
bound, will be larger than 1. Again, however, as in the Weyl­
Heisenberg case, it is possible to choose g in such a way that 
the frame becomes tight, i.e., B IA = 1; such tight frames 
have been used previously by one of us (Y. M.) in Ref. 
13(a); they were also used in Ref. 13(b). The construction 
of such a frame follows more or less the same lines as in the 
Weyl-Heisenberg case (see Sec. II E); we shall show in the 
next subsection how the construction works in the present 
case. 
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c. Tight frames based on band-limited functions 

We shall stick to the same construction as in the preced­
ing subsection, and try to find a function g such that the 
frame based on g is quasiorthogonal. 

Going back to (3.4), it is clear that the frame will be 
quasiorthogonal if and only if 

IIG(s + an) 12 = const , (3.7) 
It 

where G(s)=g(e'), and a=log(a) with a<k, 
supp g = [I,kl] (I> 0, k> 1). 

This condition (3.7) is exactly the same as the condition 
(2.6) in the Weyl-Heisenberg case; the analog of L is here 
log(kl) -log(l) = log(k), while the role ofp, is played by 
a/log k = log(a)/log(k) < 1. The only difference is thatthe 
function G need not be centered around zero, as was sup­
posed in Sec. II E. 

We can therefore copy the construction made in Sec. 
II E to define a suitable G, hence a suitableg. Explicitly, and 
directly in terms of g rather than in terms of G, this gives 

0, for w<l, 
[q(log(wll)/log(k la»)] 112, 

for l<w<lk la, 

g(w) = 1, for Ik la<w<al 
[1 - q(log(wll)/log(k la)jp/2 

for al<w<kl, 

0, for w>kl, 

where q is a C 2k function such that 

( {
O, for x<O, 

q x) = 
1, for x>l, 

a strictly increasing between ° and 1. 

(3.8) 

(3.9) 

Notice that we have assumed that a2>k; this is equiva­
lent to the assumption p,>! in Sec. II E. If a2 < k, a similar 
but more complicated construction can be made. 

For g constructed as above, the condition (3.7) is satis­
fied; 

IIG(s+anW= 1, 
It 

which implies that the corresponding frame is tight. We thus 
have proved the following theorem. 

Theorem: Let the function g, with compact support 
[I,kl] (I> 0, k> 1), be constructed according to (3.8), with 
a>k 1/2 whereqisafunction satisfying (3.9). Then the set of 
vectors 

{la",21Tma"/(k - 1)/;g), 

1 - a",21Tma"/(k - 1)/;g); m,neZ} 

(i.e., the set of functions 

lal- lV2g[a - "x + 21Tml(k - 1)/], 

lal- "l2g[ - a - "x + 21TmI(k - 1)/]) 

/:"~>=lal-"/2fdXg[a-"x+ 21Tm ]f(X) 
(k - 1)/ ' 

then 

/(x)=II/:"~>lal-"l2g[a-"x+ 21Tm ] 
m " (k - 1)/ 

+ '" '" f'->la l-"/2g [ -a-"x+ 21Tm ] 
~~ mm (k-l)l ' 

where the sum converges inL 2(R). 
Let us give some specific examples. 
Example 1: We take I = 1, k = 3, a =~. Define 

for w<l, 

{

O' 
g(w) = sin[1Tlog w/log 3], for l<w<3, 

0, for w>3. 
The corresponding g cannot be calculated in closed ana­

lytic form. A graph of Re g, 1m g is given in Fig. 2. The 
corresponding function q is the same as in the example in 
Sec. II E: 

{

O' for x<O, 
q(x) = sin2(1TxI2) , for O<x<l, 

1, for x> 1. 

Example 2: We take 1= 1, k = 4, a = 2. Define 

0, for w<l, 
2v1[1og w/log 2]2, 

g(w) = [1 - 8( 1 -log w/log 2)4] 112, 

2v1(2 - (log w/log 2) ]2, 

for l<w<v1, 

for v1<w<2v1, 

for 2v1<w<4, 
0, 

The corresponding function q is 

{

O' 
8x4

, 

q(x) = 1 _ 8( 1 _ X)4, 

1, 

for w>4. 

for x<O, 

for O<x<!, 

for !<x<l, 
for x>1. 

Graphs of Re g, 1m g are given in Fig. 3. 
Because of the correspondence, noted above, between 

tight frames for the ax + b group and the Weyl-Heisenberg 
group, all the examples given in the Appendix for the Weyl­
Heisenberg group can easily be transposed to the present 
case. 

D. A closer look at the necessary and sufficient 
condition 

The necessary and sufficient condition that a band-li­
mited function g, concentrated on positive frequencies, has 
to satisfy in order to generate a tight frame, is given by (3.7). 
This can be rewritten as 

is a quasiorthogonal frame in L 2(R), with A = B = 1. This I/(a"w) = const, 
means the following: If/is any function in L 2(R) and if we " 

(3.10) 

define coefficients/~;;= > (m,neZ) by where/(w) = Ig(w) 12. 
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FIG. 2. (a) The function g(w) = sine 'IT log w/log 3 )XI •. 31(w). (b) Real 
and imaginary parts of the inverse Fourier transform g of g. 

In this subsection we shall study the class offunctionsf 
R+_C, satisfying (3.10); for the purpose of this subsection 
only, we shall not requirel to be positive or to have compact 
support. This study will be completely analogous to our 
study in Sec. II F of the functions satisfying condition (2.7); 
since the arguments run along exactly the same lines, we 
shall not go into as much detail here. The main difference is 
that we shall work with the Mellin transform ofl rather than 
with its Fourier transform; this, of course, is due to the dif­
ference between (3.10), where the constant enters multipli­
catively, and (2.7) where it enters additively. 

The Mellin transform F off R+ -C is defined by 

F(s) = Loo uf-1j(w)dw; 

the inversion formula is 

I(w) =~fdst -SF(s), 
2m 

where the integral is taken from c - i 00 to c + i 00 and where 
c>O has to be chosen so that the integral converges. 
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FIG. 3. (a) Thefunctiong(w) defined in example 2 of Sec. III D. (b) Real 
and imaginary parts of the inverse Fourier transform g or g. 

For the sake of convenience we shall restrict ourselves to 
functions je'if -, where 'if - is defined below. 

Definition: 

'if- = {f R+-C; I is measurable 

and there exists C> 0 and k> 1 

such that If(w)I<C(1 + Ilog wi) -k}. 

For functions je'if - the series ~"/(a"t) is absolutely 
convergent, uniformly on (1,0]; the Mellin transform F ofl 
is well defined for purely imaginary arguments, and the in­
version formula applies, with c = O. 

Notice that if we define g: R-+C by g(x) = I(~), we 
immediately find 

je'if -¢>ge'if 

(where 'if is defined in Sec. II F) and 

F(ik) = (21T)1/2g(k) (keR). 

This enables us to translate the results of Sec. II F to the 
present situation. 
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We have, forJE~-, 

~fi( n) I ~F(21Tin) 21Tin/\oga £,./,a w =--£.. -- w , 
n log a n log a 

which leads to the following theorem. 
Theorem: TakeJE'G' -. Then l:J(anw) is independent of 

w if and only if F(21Tin/log a) = ° for all nonzero integers n. 
This then motivates the following definition. 
Definition: 

f;; = {f R+ -C, and F(21Tin/log a) = 0, 

for nEZ, n :;I:O} . 

The following theorem lists a few properties of f;; . 
Theorem: (I) f;; is an ideal in 'G' - under "Mellin con­

volution," i.e., ifW;; ,gE~ -, then the functionJ * g defined 
M 

by 

l OO du ( t) (f*g)(w) = -1(u)g - , 
M 0 U u 

belongs to f;; . 
(2) f;; is invariant under dilations: ifW;;, then, for 

every u:;l:O, the function w---...J(uw) also belongs to f;;. 
( 3) If JEf a' then the integral of w - ':f( w) can be re­

placed by a discrete sum: 

r"" dw w-':f(w) = 10gaLf(an
) 

Jo n 

= log a Lf( ant), for all t. 
n 

Notice that the "Mellin convolution" defined above is 
exactly the convolution in the sense of Ref. 19, with respect 
to the multiplicative group of nonzero real numbers. It is 
obvious that the Mellin transform of a "Mellin convolution" 
of two functions is given, up to a constant factor, by the 
product of the two Mellin transforms. 
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APPENDIX: MORE EXAMPLES 

We give a few more examples off unctions h supported 
in [ - L /2,£ /2 1 and satisfying the condition 

Ilh(x + nILL) 12 = const. (Al) 
nEZ 

We start by showing how one can extend the construction 
given in Sec. II E, for the case IL>!, to more generallL· 

For 2 - (k+ 1)';;;p<..2 - k, withk>O, one can always define 
IL- = 2klL· Obviously !<"IL- <.. 1. If we replace IL by IL- in the 
construction of Sec. II E, we obtain a function h satisfying 

Ilh(x + n2klLL) 12 = const = e. 
nEZ 

Hence 

Ilh(x + nILL) 12 = 2ke. 
nEZ 
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Functions h constructed in this way thus obviously satisfy 
condition (AI). It is clear from the construction that the 
tight frame {I nILL,m21T / L;h )} generated by h is in this case a 
superposition of the tight frame {I nIL -L,m21T / L;h )} and 
translated copies of this frame. 

There also exist, of course, functions h satisfying (A 1 ) , 
for IL <~, which cannot be reduced to the case !<IL< 1. We 
give here an example of such a function, for the case IL = !­

Let g be again a e 2k function, strictly increasing, such 
that 

{
O, for x<..O, 

g(x) = 1, for x> 1. 

Define then 

0, for x< -L/2, 

h(x) = 

{g[ (6x + 3L )/4L ]}1/2, for - L /2<x<L /6, 

{I +g(1/2) -g[(6x+L)/4L 1 
- g[ (6x - L)/4L lp12, 

for L /6<x<L /2, 
0, for x>L /2. 

Obviously h has support [ - L /2,L /2]. One can check that 
h is a e k function satisfying 

~ 1 h (x + n~ ) 12 = 1 + g( ~ ) . 
This example can also be adapted to cover the case ~>IL>! 
(instead of only IL = !). 

Finally, note that another class of examples, for the spe­
cial caseslL = 1I2(k + 1), with k a positive integer, can be 
constructed with the help of spline functions. Choose a knot 
sequence t = (tj) jEZ with equidistant knots, 
tj + I - tj = d> ° for all j. Let Bj,2k + 2,t be the jth B-spline of 
order 2k + 2 for the knot sequence t. (For the definition of 
B-splines, see, e.g., Ref. 20.) Then the BJ,2k + 2,t are all trans­
lated copies of BO,2k + 2,t : 

Bj (x) = Bo (x - jd) . 

The Bj are (positive) e2k functions, with support 
[tl't}+2(k+ll] = [tj,tj +2(k+ l)d]. They have, more­
over, the property that 

IBj (x) = 1, for all x 
jEZ 

(only a finite number of terms contribute for any x). It is 
now easy to check that the function h, defined by 

h(x) = {BO,k,t [to + (k + 1 )d(2x + L)/L ]}1/2, 

is a e k function with support [ - L /2,L /2 l, satisfying con­
dition (AI) withlL = 1I2(k + 1). 
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