
Announcements
Monday, September 24

I You should already have the link to view your graded midterm online.
I You won’t get the hard copy back.
I Print the PDF if you want one.

I Send regrade request by tomorrow.

I WeBWorK 3.5, 3.6 are due on Wednesday at 11:59pm.

I No quiz on Friday!

I My office is Skiles 244 and Rabinoffice hours are: Mondays, 12–1pm;
Wednesdays, 1–3pm.



Section 3.7

Basis and Dimension



Subspaces
Reminder

Recall: a subspace of Rn is the same thing as a span, except we haven’t
computed a spanning set yet.

For example, ColA and NulA for a matrix A.

There are lots of choices of spanning set for a given subspace.

Are some better than others?



Basis of a Subspace

What is the smallest number of vectors that are needed to span a subspace?

Definition
Let V be a subspace of Rn. A basis of V is a set of vectors {v1, v2, . . . , vm} in
V such that:

1. V = Span{v1, v2, . . . , vm}, and

2. {v1, v2, . . . , vm} is linearly independent.

The number of vectors in a basis is the dimension of V , and is written dimV .
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Why is a basis the smallest number of vectors needed to span?

Recall: linearly independent means that every time you add another vector, the
span gets bigger.

Hence, if we remove any vector, the span gets smaller : so any smaller set can’t
span V .

A subspace has many different bases, but they all have the same
number of vectors.

Important



Bases of R2

Question
What is a basis for R2?

We need two vectors that span R2 and are lin-
early independent. {e1, e2} is one basis.

1. They span:
(
a
b

)
= ae1 + be2.

2. They are linearly independent because
they are not collinear.

e1

e2

Question
What is another basis for R2?

Any two nonzero vectors that are not collinear.{(
1
0

)
,
(
1
1

)}
is also a basis.

1. They span: ( 1 1
0 1 ) has a pivot in every row.

2. They are linearly independent: ( 1 1
0 1 ) has a

pivot in every column.

(1
0

)
(1
1

)



Bases of Rn

The unit coordinate vectors

e1 =


1
0
...
0
0

 , e2 =


0
1
...
0
0

 , . . . , en−1 =


0
0
...
1
0

 , en =


0
0
...
0
1


are a basis for Rn.

1. They span: In has a pivot in every row.

The identity matrix has columns e1, e2, . . . , en.

2. They are linearly independent: In has a pivot in every column.

In general: {v1, v2, . . . , vn} is a basis for Rn if and only if the matrix

A =

 | | |
v1 v2 · · · vn
| | |


has a pivot in every row and every column.

Sanity check: we have shown that dimRn = n.



Basis of a Subspace
Example

Example

Let

V =


x
y
z

 in R3
∣∣ x + 3y + z = 0

 B =


−3

1
0

 ,

 0
1
−3

 .

Verify that B is a basis for V . (So dimV = 2: it is a plane.) [interactive]

0. In V : both vectors are in V because

−3 + 3(1) + 0 = 0 and 0 + 3(1) + (−3) = 0.

1. Span: If

x
y
z

 is in V , then y = − 1
3
(x + z), sox

y
z

 = −x

3

−3
1
0

− z

3

 0
1
−3

 .

2. Linearly independent:

c1

−3
1
0

+ c2

 0
1
−3

 = 0 =⇒

 −3c1
c1 + c2
−3c2

 =

0
0
0

 =⇒ c1 = c2 = 0.

http://textbooks.math.gatech.edu/ila/demos/spans.html?v1=-3,1,0&v2=0,1,-3&range=5&captions=combo


Basis for NulA

The vectors in the parametric vector form of the general solution
to Ax = 0 always form a basis for NulA.

Fact

Example

A =

 1 2 0 −1
−2 −3 4 5

2 4 0 −2

 rref

 1 0 −8 −7
0 1 4 3
0 0 0 0


parametric

vector
form

x = x3


8
−4
1
0

+ x4


7
−3
0
1


basis of
NulA




8
−4
1
0

 ,


7
−3
0
1




1. The vectors span NulA by construction (every solution to Ax = 0 has this
form).

2. Can you see why they are linearly independent? (Look at the last two
rows.)



Basis for ColA

The pivot columns of A always form a basis for ColA.

Fact

Warning: I mean the pivot columns of the original matrix A, not the
row-reduced form. (Row reduction changes the column space.)

Example

A =

 1 2 0 −1
−2 −3 4 5

2 4 0 −2

 rref

 1 0 −8 −7
0 1 4 3
0 0 0 0


pivot columns in rrefpivot columns = basis

So a basis for ColA is 
 1
−2

2

 ,

 2
−3

4

 .

Why? See slides on linear independence.



The Rank Theorem

Recall:

I The dimension of a subspace V is the number of vectors in a basis for V .

I A basis for the column space of a matrix A is given by the pivot columns.

I A basis for the null space of A is given by the vectors attached to the free
variables in the parametric vector form.

Definition
The rank of a matrix A, written rankA, is the dimension of the column space
ColA. The nullity of A, written nullityA, is the dimension of the solution set of
Ax = 0.

Observe:
rankA = dim ColA = the number of columns with pivots

nullityA = dim NulA = the number of free variables

= the number of columns without pivots.
Rank Theorem
If A is an m × n matrix, then

rankA + nullityA = n = the number of columns of A.

In other words, [interactive 1] [interactive 2]

(dimension of column space) + (dimension of solution set) = (number of variables).

http://textbooks.math.gatech.edu/ila/demos/Axequalsb.html?captions=rankthm
http://textbooks.math.gatech.edu/ila/demos/Axequalsb.html?mat=1,-1,2:-1,2,4&captions=rankthm


The Rank Theorem
Example

1 2 0 −1
−2 −3 4 5
2 4 0 −2

  1 0 −8 −7
0 1 4 3
0 0 0 0

 rref
A =

basis of ColAbasis of ColA free variables

A basis for ColA is 
 1
−2

2

 ,

 2
−3

4

 ,

so rankA = dim ColA = 2.

Since there are two free variables x3, x4, the parametric vector form for the
solutions to Ax = 0 is

x = x3


8
−4

1
0

+ x4


7
−3

0
1

 basis for NulA




8
−4

1
0

 ,


7
−3

0
1


 .

Thus nullityA = dim NulA = 2.

The Rank Theorem says 2 + 2 = 4.



Poll

True or False: If A is a 10×15 matrix and there is a basis of ColA
consisting of 4 vectors, then there is a basis of NulA consisting
of 6 vectors.

Poll

False: if rankA = 4 then nullityA = 15− 4 = 11.



The Basis Theorem

Basis Theorem
Let V be a subspace of dimension m. Then:

I Any m linearly independent vectors in V form a basis for V .

I Any m vectors that span V form a basis for V .

If you already know that dimV = m, and you have m
vectors B = {v1, v2, . . . , vm} in V , then you only have
to check one of

1. B is linearly independent, or

2. B spans V

in order for B to be a basis.

Upshot

Example: any three linearly independent vectors form a basis for R3.



Summary

I A basis of a subspace is a minimal set of spanning vectors.

I There are recipes for computing a basis for the column space and null
space of a matrix.

I The dimension of a subspace is the number of vectors in any basis.

I The rank theorem says the dimension of the column space of a matrix,
plus the dimension of the null space, is the number of columns of the
matrix.

I The basis theorem says that if you already know that dimV = m, and
you have m vectors in V , then you only have to check if they span or
they’re linearly independent to know they’re a basis.


