
 

The Characteristic Polynomial

Last time
An eigenvector of a square matrix A is

a nonzero rector such that

Arar
for a scalar X
The associated eigenvalue is A

We like eigenvectors because Aku Aku forall k

Given an eigenvalue X we know how to compute
all a eigenvectors the X eigenspace is

NalCA XIN
How do you find the eigenvalues of A
X is an eigenvalue of A

A XIN is not invertible

detLA DI 0

Def The characteristic polynomial of an non

matrix A is p 7 det A X In



X is an eigenvalue of A p x 0

Eg Find all eigenvalues of A

det LA XIs det I E
Eggs x'text p a

How do we find the roots of a degree n polynomial

In real life ask a computer

NB the computerwill turn this back into an

eigenvalue problem and will use a different

faster eigenvalue finding algorithm

By hand I'll give you one root Xo

Compute the quadratic polynomial plat
using synthetic divisions then use the
quadratic formula

NB This is not a Gaussian elimination problem



Eg cont'd We know 2 is an eigenvalue of
the rabbit matrix Check

p 2 8 4 2 3 4 EE 0

This means X 2 divides PA What's play
Synthetic division long division of polynomials

24 E
tree

KEEFE
FYFFE Exe

31 3 0

So I EX E X 2 A 21 E
Quadratic formula roots of I 27 4 are

112 451 1 3
I EX x 2 Att At

So the eigenvalues are 2 I 32



To check these are eigenvalues let's find
some eigenvectors

2 us Nalla 2 Nas Span 1 1

E Nal Atte Nal itIs Span

us Nal AEI Nal i It Span
In this example p x y't Et e is a

degree 3 polynomial What does it look like in

general Let's try 2 2 matrices first

Eg A C 1
defCA XI def at d x la Ald x be

A at d X ad be
trace defA

This is a polynomial of degree 2

Def The trace of a matrix A is

TrlA the sum of the diagonal entries of A

Eg A d TA and



Characteristic Polynomial of a 2 2 Matrix A

p x X TAI at delta

NB p o della o In delta
so the constant term is always detlA

General Form If A is an non matrix then

p a i x t 4 Tr A ant
other terms dot A

This is a degree n polynomial
You only get the X l and constant coeffs
for free the rest are more complicated

Eg A splat Offutt
Tra O to 0 0 dot A EL EEE

Fact A polynomial of degree n has at most a roos
roots zeros

Consequence An non matrix has at most n
eigenvalues



Dragonalization

Rabbit Example Cont'd We computed the matrix

A19 has eigenvalues 2 3 3
eigenspaces

2 Span 1 1 1 Spa Y 2 Spa D
Let's give names to some eigenvectors

w Y we 7 we 4
We know what happens if we start with
rabbits Ak 2k 7 us doubles each time

What if we start with v 8

Fact ve can be written as a linear

combination of eigenvectors

E w t wz 03

Now it's easy to compute A no

Aku Ahlu two w Ak wit Alr Aku
2kW E u t 3 coz



Observation 1 2k 27 1114and I E for large 1

So Aku w 2kW

this explains why eventually
ratios converge to 32 4 1

population roughly doubles each year

Observation 2 Wi w w is linearly independent
this is automatic more later

hi w w is a basis for IRthn

any vector in R as a linear

combination of w w w

So if Vo Xiu tXzWztX3W then

Aku X A wit X A Ust X AkW
z 2kx wet E xzuat 3 X W

So observation 1 holds for any starting rector

v EIR Q What if x 0

The fact that A has 3 LI eigenvectors means we

can understand how A acts on 1123 entirely in terms
of its eigenvectors eigenvalues



Def Let A be an non matrix A is diagonalizable

if it has n linearly independent eigenvectors

was un In this case us own is called

an eigenbasis

In this case to compute A r for rep
1 solve re x wit t knWn

2 Ate Xix wit xx nun vector form

Ai eigenvalue for wi Awi Tiwi

So of A is diagonalizable then we can understand

how A acts on IR entirely in terms of its eigenvectors
eigenvalues Work in an eigenbasis

Matrix Form of Diagonalization
A is diagonalizable there exists an invertible

matrix C and a diagonal matrix D such that

A CDC
In this case the columns of A form an

eigenbasis the diagonal entries of D are the
corresponding eigenvalues



c u d D x Austin
same order T
wie Xi

Eg A A CDC for

Y D I
Proof Y X wit x nun

C x wit exnw In
Any vector has the form vex wit nun and

CDC v CDC X wit Xna

c E led

if d Yin xD wit txnt.nu

Alx wit txu Ar



NB If A CDC then

AK CDC DK CDG LEDA EDO

Dk c c f E e e

This is a closed form expression for Ak in terms
of ks much easier to compute

Ak Dkc s matrix forms

comparep8
Tthis matrix has n entries
that are functions of k

Eg A is diagonal

Aare Ae Be Aes 3 e

So e e e is an eigenbasis us can take

CI so the diagonalizablen is

A Is A Is
Q What if we take ez to be our first
eigenvector



Eg A o p a X TrlA te detCA

X 25 1 1 1

The only eigenvalue is 1 and the A eigenspc is

Nal A Iz Nall 9 Span d

So all eigenvectors lie on the x axis

not diagonalizable

of p 5 of WIOLI notes

Procedure to Diagonalize a Matrix
1 Compute the characteristic polynomial p a
2 Find the roots of p x eigenvalues of A
3 Find a basis for each eigenspace NalLA Ia

using Pre

Combine your bases from 3 If you end up with a rector

they form an eigenbasis Otherwise A is not diagonalizable

Fact If woo up are eigenvectors with different eigenvalue
then far up is linearly independent

So in the procedure you never have to check if
bases of different eigenspaces are LI when you combin
them



Proof of the Fact Say Awad iwi and all of the
X slip are distinct Suppose wise Wp B LD
Then for some is win wi is LI but
With E SpangWis Ui so

Witt Wit t Xi wi

Awit A wit Kiwi

Hit wie X Xiu t Fixiwi

If Xin 0 then X.hu t tixiwi 0 HIII
x xi 0 because by y bi 0 so wite 0
which can't happen because wit is an eigenvector
If Xie 0 then

Witt Ee Xiu t It Xi wi
Subtract wite wit t Kiwi

O In law t II Dxiwi
But I Xin for jet so Is I 0

X Xi D

which is impossible as before



Consequence If A has n different eigenvalues
then A is diagonalizable

Indeed if Xy An are eigenvalues and

Aw ah wig Aunt Dawn
then win w is an eigenbasis by the Fact


