
 

Geometry of the SVD
We have drawn pictures of triple products before
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Notes caveats

Dragonalization start end in w we basis
SVD startwith u u end with and basis

The Vt U steps preserve lengths angles
rotations flips

The E step can change dimensions
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The E step can flatten a sphere
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Principal Component Analysis PCA

This is SVD in stats language
it's often how SVD for linear algebra is used

in statistics data analysis

Idea If you have n samples of m values each
columns of an mxn data matrix

Let's introduce some terminology from statistics

One Value mel

Let's record everyone's scores on Midterm 3
samples X Xn

Mean average met x t Xa

Variance s x m
t xin

Standard Deviation s variance
This tells you how spaced out the samples are

168 of samples are within IS of the mean
Wheredo these formulas come from

Take a stats class



Eg Actual midterm 3 scores from Fall 20

µ 78

4
268 ofscores
are in this range

Two Values m 2

Let's record everyone's scores on problems 182
on Midterm 3

samples Y In A score on problem 1
Yi score an problem 2

Mean scores
Problem 1 Mi f x ta xn

Problem 2 Matty e ya

Recenter to compute variance
Xi Xi Mi Si yo Mz subtract means

Variance
Problem 1 silent ft txt

Problem 2 set g't tye

Total Variance 5 5 5



Eg scares 1 1 81,111,1 1,191,141,13 Ms
µs 8

recenter 5,1 31,1 1,181,111.114,17
Problem I

a centered r

1ft means 0

mean ed
I e I Problem 2

Store in matrices

A 15 Y 18 11881
A E E 11 8 1 E

Covariance Matrix

S AAT I Growl
rowel real Crows

new2 Crowl rows rows

1 Eng sexist
git eye

The diagonal entries are the variances
s 4 tie txt s yet typ

The trace is the total variance

THS 5 5 5



The off diagonal entries are called covariances

Eg the 11,2 entry is

new 1 Crow 2 Digit Inga
If this is positive then I yi generally have
the same sign if you did above average on P1
then you likely did aboveaverage on P2 too
vice versa The values are correlated

If this is negative then I yi generally have

opposite signs if you did above average on P1
then you likely did below average on P2
vice versa The values are anti correlated

In our case

S 3AAT E s
2 20

53 40

1,2 covariance 25 0 people who did above
average on PI likely did above average on P2

So far we've done statistics

Now we apply the SVD to A
This will tell us which directions have the largest
smallest variance



SVD of the Centered Data Matrix A times

A aunt t taunt us At a nut torment
nonzero

The at are theneigenvalues of the covariancematrix

S AAI II A EA
Recall Tris at or sum

dfteigenvalues

HW 11 12 b

But Trl 5 a sit si 5 total variance so

total variance s sit start ta

Recall U maximizes A Atxl subject to 11 11 1
with maximum value 6,2

HW14 9
What is Atx Assume All 1

recentered
If di ads are oursdata points columns ofA

E Atx III x EI
Since x is a unit vector the projection

of E di onto Spank s di x x

and É dix is the amount of di on

the x direction picture below



Taking x Ui Fdi told x x

III Atu an FIE ax
aunt a lav u di u o din

ldi.mu Idi a a

projections of Idi onto Spansu
Upshot

all A'all Eldin t ldi.us

variance in the u direction

This quantity is maximized at us so

u is the direction of greatest variance
The first principal component

The summand quirt m the SVD off A is

invite
sSEdi onto IIItent

Spanfail



In our case

Éam.mn j

92 56.9 at 3.07

ur 8 88 us 1 31 a variance

The purple dots are the columns of quiet
So the first principal component is a and the
variance in that direction is 456.9

NB this is greater than the Problem 1 variance 20

the Problem 2 variance 40

NB Here's how I should butwon't grade the final exam

Put the scores of each problem in an men matrix to
m problems ne students

Subtract ooo averages to recenter us matrix A

Compute the SVD of A
It principal component a

The score for student i is

mean score t di u
This gives the same average but maximizes the
standard deviation by weighting the problems



Higher Principal Components

A aunt t taunt us At a nut torment

Recall AtAtx11 is maximized

subject to xtu and 11 11 1 at us with

maximum value of HW 15 15

More generally II Atx11 is maximized subject to
11114 Hui Hai e at us with maximum

value of By the same reasoning as before

a'I Atwill Klara.tt tldi.at
variance in the u direction

This quantity is maximized at u subject to
XIU sang Hui e so

Ui is the direction of ith greatest variance
The ith principal component

The summand aunt in the SVD of A is

unite
projection of projection of
di onto
Sparta

I J Ed onto
Span a



NB ur is the direction of smallest variance
So if or is small then ur di is small for
all i

us the data points almost lie on Span tart
Likewise if one or are small

us the data points almost lie on Spanfan sun
etc This is dimension reduction

projectiononto

In Our Case Spoonful

of 3.07 our data points Ifa
almost lie on

SpanSuiteSpanSu a a s

i IEEEThe columns of quiet are

ace
the orange lines in the picture

projection onto Spann we 8 86

Interpretation
Total variance is 60 20 on prob 1 40 on prob 2

at 56.9 B variance in the U direction
at a 3.1 is variance in the Uz direction

This says the variance on Problem 2 is 8281.560 1.48
tomes more than on Problem 1 so I should weight
Problem 2 more heavily


