
 

Projection Matrices

Recall If V is a subspace of IR and berm
then br is the orthogonal projection of b
onto V

It is the closest vector to b in V
It is defined by but b brett

The orthogonal decomposition of b relative
to V is

b but but
i t

projection projection
ontoV onto Vt

To compute projections onto F Colla

Solve the normal equation ATAX Atb
Then be AE

Suppose that A has full column rank

In this case the ne n matrix ATA is invertible

Nal A 103 because A has FCR
Nal ATA NalCA always



Nal ATA 03 ATA has FCR
ATA has n pivots

ATA is invertible
This was AWG 16

Fact If V Col A and A has

full column rank then for any belt

bn ALATA Atb

This is because ATA Atb has the unique
solution E ATA Atb so

be AX ALATA Aib

Eg V Colla A L

ATA L 33
ATA É I 3 I I
ALATA AT 1 3



L 141

So if b b then

br 8 b E
Observation Pt ALATA At is an mem matrix

that computes orthogonal projections onto

V Col A Rb br for all berm

Def Let V be a subspace of R The
projection matrix for V is the mem matrix

Pr such that Prb br for all berm

NB If A B are men matrices and Ax Bx for
all x then A B Indeed Aerithcol of A
So Pub bi determines Pv In fact
this gives you another way to compute Pv

Pr led cents

but this is not efficient



What if V Col A but A does not have full
column rank

Eg F Collas A L I
This A does not have full column ranks

At 1
This says that k I is a basis
for V This means

i V span l'd I Col II
2 E I B LI

II has full column rank

So replace A by B I
BB K EI
Btr g 8 E



Pr BIBBS BE I 8 8 11

11 11 1
3 0 3

L E
Procedure for Computing Pr

1 Find a basis us sun of V

2 B keirin

3 P B Btr app

for example if
V Colla then
use the pivot columns

Eg Suppose V Span v is a line

Bar matrix with one column
outer

BtB v v la scalar

B B'B BT u luv ut yv
Product



Projection Matrix onto a line

If K Spank then Pra YI

Eg V Span i

Prachi 1 1 s t
So if b d then br Prb E

Properties of Projection Matrices
let V be a subspace of IR and let Pr
be its projection matrix

I Col Pr V 3 Pi Pr
2 Nal Pr Vt 14 Put Pre Im

5 Pu Put

Def A square matrix S is symmetric if 5 5



Eg V call Pry
I Col Pr is the plane Span 9
We have 8 e Span I l V

and 9 L 8 e Span lil lil V

so Col Pr Col A V

2 Vt Nall Span wall

Pr I Y 8 it

É

O O 1

It Span I

3 Pit
t p

4 Vt Span is a line so



Put É I 1 1 i o

1
and Prt Prt is

t c LO O 1

is E

Proofs of the Properties
This is a translation of properties of projections Walz

1 Col Pr Pub berm bribery
This equals V

because bret for any b
and but b for any bell

2 Nal Pr be R pub03 berm bro
But we know br o e be Vt



3 For any vector b

Pib Pr Prb Pr bu but
This equals br because breV already

be Prb
Since Pib Pub for all rectors b PER

4 For any rector b

Pre Prt b Pub Pub butbut

This equals b because b butbut is the
orthogonal decomposition

b Imb

Since Rt Prs b Imb for all vectors b

PrtPut Im

5 Choose a basis for Va D B BTR Bt

PE BIBB BT T BIT IBB TBT

B BIBI BT BIBB BT Pr



for any invertible matrix A
CA T CAT because

CA TAT LAA JI INT In

Eg Find Pr if Knut A
In this case Vt Co At so we knew how
to compute Prt Then

Pr In Prt

Eg K Nall I 2 1 us Vt Col f
This is a line

Pre É f u n t

Pol El EEE
This was much easier than finding a basis for
V using PUF then using PEA ATA AT
Be intelligent about what you actually
have to compute


