
 

The Characteristic Polynomial cont'd

Recall from last time

An eigenvector ofA is a rector in such that

Av tr eigenvalue

The X eigenspace is

Mal IA Ia fall A eigenvectors and o

The characteristic polynomial of A B

pA della X In

The eigenvalues are the sons of p 7 D

We like eigenvectors because

Ar ar Aku ikr
so we can use these to solve the difference et

Via Ark in Va Atv

What land of function is p la What does it
look like



2 2 case A L 1
defCA XI def at d x la Ald x be

A at d X ad be
detas

This is a polynomial of degree 2 quadratic

Def The trace of a matrix A is

TrlA the sum of the diagonal entries of A

Eg A d TA and

Characteristic Polynomial of a 2 2 Matrix A

p x X FAI at delta

NB p o della O In delta
so the constant term is always detlA

We know how to factor quadratic polynomials
the quadratic formula



Eg Find all eigenvalues of A 72
TLA 4 data 3

p x N 4 3 0

X E 4 IF 4 2 21

so the eigenvalues are I and 3

General Form If A is an non matrix then

p a G x t 4 Tr A ant
other terms detCA

This is a degree n polynomial
You only get the X l and constant coeffs

for free the rest are more complicated
last time

Eg A splat Offutt
Tra O to 0 0 dot A EL EEE

zeros

Fact A polynomial of degree n has at most a rotts

Consequence An non matrix has at most n
eigenvalues



tow do we find the roots of a degree n polynomial

In real life ask a computer

NB the computerwill turn this back into an

eigenvalue problem and will use a different

faster eigenvalue finding algorithm

By hand I won't ask you to factor any
polynomials of degree 23 by hand

NB This is not a Gaussian elimination problem

Dragonalization

Solving a difference equation vote Ava is easy
when Vo is an eigenvector

Av bro Va Ak r Ikr

It is also easy if ro is a linear combination

of eigenvectors suppose

no X wit xn on where Awi Di wi
Then

no matrix
veAkvo Alyx wit x non f multiplication e

X A w t e xnAkwa x wit t Indian



If Awi Xia then

Alyx wit than tix wit thkxnan

Rabbit Example Cont'd We computed the matrix

A19 has eigenvalues 2 3 3

Compute eigenspaces bases for NalCA XI

2 Span 1 1 1 Spa Y 2 Spank D
Let's give names to some eigenvectors

w Y we w Y
Can we write our initial state no 16,6 1

as a Ll of w w w Need to solve

1 x E x F x

Augmented E she xel
matrix Xel

Xz 1

So Not Wit Wa 03

Vn Akv 2kW 1 1 we 1 E w



Observation 1 2k 27 1114and I E for large I

go Aku u 2kW most significant digits

this explains why eventually
ratios converge to 32 4 1

population roughly doubles each year

Observation 2 Wi w w is linearly independent
this is automatic more later

wi w w is a basis for IRthn

any vector in R as a linear

combination of w w w

So if Vo Xiu tXzWztX3W then

Aku X A wit X A Ust X AkW
z 2kx wet E xzuzt 3 X W

So observation 1 holds for any initial state
v EIR Q What if x 0

The fact that A has 3 LI eigenvectors means we

can understand how A acts on IR entirely in terms
of its eigenvectors eigenvalues



Def Let A be an non matrix A is diagonalizable

if it has n linearly independent eigenvectors

was gun In this case us in is called

an eigenbasis

In this case any vector in IR is a linear combinat
of eigenvectors Writing a rector as a LC of
eigenvectors is called expanding in an ergenbasis

Important When working with a diagonalizable
matrix everything is much easier if you expand
your vectors in an ergenbasis

Procedure for Solving a Difference Equation
Consider a difference equation

Vice Ava with initial state to
1 Diagonalize A to get an eigenbasis Suis gon
with eigenvalues Xy ohh

Stop if thematrix is not diagonalizable this
procedure fails
2 Expand no in the eigenbasis ie solve

Vo X W T TX awn

Solution Va Ak Xix wit Xx nun



Of course this only works if A is diagonalizable

Procedure for Diagonalizing a Matrix
let A be an nxn matrix
1 Compute the characteristic polynomial

p X dat CA XIN

2 Factor p la to find the eigenvalues of A
3 Find a basis foreach eigenspace
4 Combine your bases in 3

If you have n rectors they form an

eigenbasis

Otherwise Ars not diagonalizable

Eg We ran this procedure on A
above

Eg A p a X TrlA tedettas
X 25 1 1 1

The only eigenvalue is 1 and the A eigenspc is
Nal A Iz Nal Span d

Weonly got one eigenvector 11,0 andnot two
not diagonalizable Call eigenvectors lie on the

x axis



So we can't use diagonalization to solve

Vai I Va

Fact A matrix with random entries will be
diagonalizable

In the procedure above how did we know that
when we combined our eigenbases we would get a
linearly independent set of vectors

Fact If we up are eigenvectors of A with
different eigenvalues then was yup r LI

More generally say
Ew wad is a basis for the Xi eigenspace
us is a basis for the Xz eigenspace

Suppose X W tx Wa X 03 0

Xiu awe is in the Xi eigenspace
Since X wit x wa X 03 0 the Fact

implies Xiu awe 0 and X 03 0 so X 0

Since u u 3 is LI this implies xx 0

This shows u we OR is LI



Proof of the Fact Say Awad iwi and all of the
X slip are distinct Suppose wise Wp B LD
Then for some is win wi is LI but
With E SpangWis Ui so

Witt Wit t Xi wi

Awit A wit Kiwi

Hit wie X Xiu t Fixiwi

If Xin 0 then X.hu to tixiwi 04 IT
Xi xi 0 because by Xi 0 so wite 0
which can't happen because wit is an eigenvector
If Xie 0 then

Witt Ee Xiu t It Xi wi
Subtract wite wit t Kiwi

O In law t II Dxiwi
But I Xin for jet so Is I 0

X a Xi D

which is impossible as before



Consequence If A has n different eigenvalues
then A is diagonalizable

Indeed if Xy An are eigenvalues and

Aw ah wig Aunt Dawn
then win w is an eigenbasis by the Fact

Matrix Form of Diagonalization

Than

A is diagonalizable there exists an invertible

matrix C and a diagonal matrix D such that

A CDC
In this case the columns of C form an

eigenbasis the diagonal entries of D are the
corresponding eigenvalues

u d D x Austin
same order T
wie Xi



Eg A A CDC for
U Wz W

is I
Proof Y X wit X nun

C x wit exnw Yn

Any vector has the form vex wit tx nun and

two matrices are equal if they act the same on

every rector So check

CDC v CDC X wit Xna

c E led

if g III xD wit tendon

Alx wit txu Ar



NB If A CDC then

AK CDC DK CDG LEDA EDO

Dk c c f E e e

This is a closed form expression for Ak in terms
of ks much easier to compute

Ake DkC this matrix has n entries
that are functions of k

Compare Alyx wit awn tix wit than an
Creator form of the same identity

Eg A is diagonal

Aare Aes Bea Aes He

So e e e is an eigenbasis us can take

CI so the diagonalizablen is

A Is A Is
Q What if we take ez to be our first
eigenvector

NB A matrix is diagonal the unit coordinate
vectors ey en are eigenvectors


