
 

Symmetric Matrices the Spectral theorem

Recall S is symmetric if S St square

Super important examples thematrixof column dotproducts

SATA for any matrix A LATAEATATIATA

Eg s t
demo what do you notice about the

eigenspaces

Observation O for any vectors r and w

v Sw TS w Stu TW Su To Sv w

v Sw Sv o

Observation 1
Eigenvectors of S with different eigenvalues
are orthogonal

Proof Say Sv Xiv Sue T.ve 7 A

vi Su v Xan Xavi vz

Su vs X Viva



I Vi VELU V2 Xi ta v vz 0

III v0

Observation 2
All eigenvalues of S are real

Proof Say Su Ar and X is not real
Then A I Conjugate eigenvalue St It

Observation 1 5 v 5 0 But

1 El
V E Z Et Zit

214 12nF 0

so this can't happen

Fact If S is symmetric and I is an eigenvalue
then AM X GMA
he proof requires ideas from abstract linear algebra

Consequence S is diagonalizable over the real
numbers Moreover there is an orthonormal

eigenbasis



Eg 5 4 8 1 plat A I Cattle 2

Eigenvectors

7 1 wi E
7 1 us was E

7 2 w 7

Check
win E E o

wi us E E o
wow E I O

So www ws is an orthogonal eigenbasis

To make it orthonormal you have to divide

by the lengths to make them unit rectors
Awill 59 3 Awol 3 110311 3

514,11 1,5171
is an orthonormal eigenbasis orthogonal

1Matrix fam

S QDQ for 0 3 1
QDQt D 8818



Recall A square matrix Q with orthonormal columns
is called orthogonal Then

QQ In QT Q

Spectral Theorem A real symmetric matrix s
has an orthonormal

eigenbasis of real eigenvectors

S QD QT
for an orthogonal matrix Q and a diagonal
matrix D

Fast forward The SVD is basically the spectral
theorem as applied to S Att

Eg S I I p A A 4 Latz
Ergenspaces
7 4 us Span I
7 2 us Span I E

Check 1 1 0 E 0

1 E 240

That's ok I and E have the same

eigenvalue



So how do we produce an orthonormal eigenbasis

Have to use Gram Schmidt to find an ortho
normal basis of the 2 eigenspace

we

we I
41411

L IN II
Check E 81 0 t D o

So El's It s 1413 is an

orthonormal eigenbosis and S QD Qt for

a IF YE YE D
o o 2

Procedure to Orthogonally Diagonalize a
Real Symmetric Matrix S

1 Diagonalize S it is automatically diagonalizable

2 Normalize your eigenvectors own Gram Schmidt
if GMA 22

3 Put themtogether orthonormal eigenbasis



Eg 5 1 5 F p a X 57 6 7 2 2 3
X 2 su El Az 3 wet i

S S QD Qt for Q it D 39
NB Q2 cos tse sm 459

sin 450 cos 459

so Qx rotate x CCW 450

Picture demo

ÉI Y

ezÉ 450 HE
C EQmultiply
by D rotate Ccw

450

The picture is the same as before but it's easier

to visualize multiplying by the orthogonal matrix Q
it preserves lengths angles



Exercise outerproduct form
If Sun gun is an orthonormal eigenbasis of S
and Sui Tini so SzQDQt for

Q d min Dl E
then

S A a htt Xanzutt t Xuanlent

Compare if Pr is a projection matrix you can

write Pra Qt for D d ad dedom v

Us Pr watt wallet

This is a special case X xd l and

Adt An O Recall Pr is symmetric



Positive Definite Symmetric Matrices

Recall SATA is a very important example of
a symmetric matrix

Observation If A is an eigenvalue of SATA
with eigenvector u then

v Sr v Xu Ault

v Su TSU VATA v LASTCAV

Au Au HAull

Allv11 HARK

Consequence If I is an eigenvalue of SATA
then 720 Moreover 7 0 11AM 0

re Nalla so if A has full column rant
then X 0

Thus ATA has only positive eigenvalues when

A has full column rank This condition is so

important that it has a name



Def A symmetric matrix S is called

positive definite if all its eigenvalues are

positive

positive semidefinite if all its eigenvalues are

non negative

positive semidefinite allows 7 0 as well

indefinite if it has positive and negative
eigenvalues

NB A positive definite matrix is also positive semidefinite
X o XO

Fest forward This will be important for solving
quadratic optimization problems

Eg Q 8 Qt B positive definite

Q 8 8 Qt is positive semidefinite

Q Qt is indefinite

Positive definiteness is an important condition We
really want to be able to check it without

computing eigenvalues



Criteria for Positive Definiteness
Let S be a symmetric matrix

The Following Are Equivalent
1 S is positive definite
2 ITS x 0 for all x 40 positive energy

13 The determinants of all n upper left
submatrices are positive

St s det 1 o

det I so

det 7 so

4 Se ATA for a matrix A with
full column rank

5 S has an LU decomposition where

U has positive diagonal entries
no row swaps needed

5 is fastest it's an elimination problem



Remarks
2 In physics xtSx sometimes measures the

energy of a system

In any case if v is an eigenvector

with eigenvalue X then
TS v r Xv D lull

So 2 720 for all X so 2 l

Conversely 1 2 because if x 0

then Q'x 0 so if Qtx Ign then

xTS XTQDQTx QTxJD QI

ly yn
x Iya

Digit any i O

3 Determinants are magic
Also see the Lbt supplement

4 4 i we did this above
1 14 This is the Cholesky decomposition

next time

5 This is the LDL decomposition next time



Criteria for Positive Semidefiniteness

Let S be a symmetric matrix

The following are equivalent
1 S is positive semidefinite

2 ITS x 20 for all x 40

13 The determinants of all n upper left
submatrices are nonnegative

4 Se ATA for a matrix A
withfullcolumn rank

Consequence If A is any matrix then ATA is
positivesemidefinite In particular it has
nonnegative eigenvalues


