
 

The Big Picture

Last time we discussed orthogonality of the 1
subspaces Here is a summary

The Big Picture
for an mxn matrix A of rank r

Row Picture IR Column Picture IRM

Nulla ay
dim n n ply

o X O Ay dimerby A

pay
i Ax

RowA
dimer dim m r

NB The dimensions match up with dim Udon n

dim Nal A dimRow A n

dm Nal At dimColla M



Recall If A has columns via gun then

V2VI VeVe Va Vaa EEN is 1
This is the matrix of column dot products

the Gj entry is coli coli

With orthogonality of the 4 subspaces we can prove

Important Fact that we will use many times

Nal ATA Nal A

Proof NulLATA contains NulCA HW 5

XENA A AKO ATA XO XENACATA

Nal A contains Nwl ATA

XENACATA ATA O AXENUCAT
AxeCol A and Nal At

CAN Ax O Ax O

ENUF



Implicit Equations Revisited
Recall Nul A Its span us over

takes the implicit equation Ax o

and generates the parametric form

x am t tan Van Ay same parameters

Orthogonal complements let us go the otherway
1 It turns implicit into parametric vice versa

Nul A
t RowA Col A E Nal AT

Recipe To produce implicit equations for Colla
parametric5

1 Find PVF for NalAT
Nal AT IF Span us on Van

2 ColLA NalCATH

Span us on Um n

Nut III a implicit



Column SpaceNull Space
Nff parametrifondimplicit form

Like easy to check
then

Like can produce

if yer Ax 0 vectors in V
ant tana

Eg And an implicit equation for the plane
parametric

K Span I description

Vt Nall 8 Its Span I
V Span I

t
Null i i o

implicit equation

1 xxx 07
Now it's easy to check if a vector is in V
Xc X2 0 means X Xz

E is inv I is not



Orthogonal Projections

Recall to find the best approximate solution of
Ax b want to find the closest rector 5
to b in Colla Ax xen

Want b b is orthogonal to Colla

b be Col A t Nal AT demo

Def Let V be a subspace of IR and belk
The orthogonal projection of b onto V is

the closest vector bu in V to b It is

characterized by
b br e v

The orthogonal decomposition of b relative
to V is

b but but

Here but b bre Vt Note that
b but breve Vt t

so that but is projection onto Vt



In other words the orthogonal decomposition is

be closest vector by closest vector but
to b in V to b in V

b
projection of b projection of b
onto V onto Vt

demos

How to compute br

Step O Write V as a column space or

a null space

Ve Cal A then Vt Nal At so

b b r e Nal At At b b u o

If breColla then butAx for XEIR

Atb AX O Atb ATAR O

ATA Atb
Solve this equation for I us but At



Eg Let 5 1 and V Col A

Find br the orthogonal projection of b to V

We set up the equations ATAx ̅ AIb

ATA i products

Atb 8 i
In augmented matrix form ATAx ̅ ATb is

1 31 1 I

so br Ax ̅ E
demoCheck but b br

columns of A

i 0 161 0

biteCollat
Distance from V 1lb bull I ball 111

Orthogonal Decomposition f



Procedure To compute the orthogonal projection
br of b onto Vtol A
1 Solve the equation ATAX Atb
2 but Ax for any solution I

Then but b by and the orthogonal
decomposition of b relative to V is

b but but

The distance from b to V is Abull

Eg Let b and F Coll I I
Find the orthogonal decomposition of b relative
to V
Los Ata 11 1 111 1

Atb I 11 E
Solve ATAX Atb

1 We 1 x



2 be As for any solution Let's use

the particular solution

b L I 1

NB brb what does that mean
b was already in V More on this later

Def The normal equation of Ax b is

ATAX Atb

Fact ATA Atb is always consistent

otherwise the Procedure wouldn't work

Why I claim Col AT Col ATA

From before Nal A Nal ATA
Take 1 It Nul A t Nwl ATA

Nal A
t Row A Col AT

Nal AAH RowLATA GILLATAIT
GRATA

Since Atbe CollAT ColCATA the equation

AtAx Atb is consistent



NB If I and I both solve

ATAR AI A'AT
then O ATAI A'AT ATAG g

I je Nal ATA NallA Ale y 0
biAx Aj So any soln of AA Atbworks

Now we know how to project onto a column space
What if F Nal A

Then V Nal A
t Row A Col At

So first compute but a projection onto a cool space

then brb but

Procedure To compute the orthogonal projection
br of b onto k Naa
1 Compute but projection onto Vt ColLAT
2 be b but

Use the symmetry in the orthogonal decomposition
b butbut

to your advantage



Eg Project b 8 onto f Null it
beforewhoche

First we project onto Col A ahich is At

1 1 S I 1

3 1 if 89 9

So x 9 bus AE 9

bit I
Projection onto a Line
Suppose F Span u

Then Ve Colla where A v lone column

ATA Tv v.v is a 1 1 matrix

Atb vtb v b

so the normal equation becomes

ATAR Atb ans luv e v b

Then I It us by Ax Eir



Projection onto the Line Spank
but Fir

Eg Project b o onto V Span

br YEH 1 IN FEY
demo

Eg Compute by where

V Span 1 I b I
Note V is a plane in R Vtr a line

In fact V Nall i i 1 rt span

Much easier to compute brat proj onto a lone

broker 41341,11 5 11 11

brb but E I
demo

Hint Ask yourself is it easier to compute
br or but


