
 

PCA so far dit di 0

A if man recentered data matrix rank r

s AAT covariance matrix

diagonal entries si 5m are the measurement
variances

nonzero eigenvalues are a 6
2

with orthonormal eigenvectors us Ur

total variance s Tr s sit 5m get to

tde sumofeigenvals
SVP A aunt aunt

u direction of largest variance
maximizes dice diu.SI

sum of lengthof orthogonal
projections of di di onto Span u
sum of length of colsof two u.ve

92

Us direction of 2ⁿᵈ largest variance
variance in Us direction is q

etc



The ith principal component is Fiquirit
Its columns are the projections of the data points
onto SpanSui direction of ith largest variance

I

Fiquirit
Latini

ui atque
a
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The variance in the ni direction is

92 sum of length of colsof two u.ir

The SVD of A is

A Fia unit for Jurat
sum of the principal components

The ith column of this equality says
di diu.lu di un or

projection ofdi onto Spansu
projection ofdi onto Span us

So the PCA decomposes the data points into
principal components



NB Since no ur is an orthonormal basis for V ColA
the projection formula says

brlb.u.lu bur ar

for berm Butdi ith cot of A is in Col A
Jo

di di di a at di un ur

This is another way of thinking about the decompositio
into principal components

Eg A 1
A 1 di di

ITA quivittquavat

92 56.9 05 3.07 5 20

his 8 use
5 1 sito

Total variance 92 6 56.9 3.1 60 20 40

di g
Dana

4columns of 550,4Vit
projections of onto not is faceteo

columns of 550.42kt smakster
so variance

projections of onto 8 5 0 3 7 11



In this case the variance s a uᵗSu is minimized in
the us direction since a is the smallest eigenvalue of S
0 is not an eigenvalue A has full now rank

The minimized quantity is

a sum of length of projections onto Spanfur

But Span us Spansuit so projectiononto Span us is

but for V Spansu So we've minimized

of sum of orthogonal distance from di to Span is

This says Span u is the line of best fit in the
sense of orthogonal least squares

Conclusion The direction of largest variance is the
lineof best fit in the sense of orthogonal least

squares and the

error sum of squares of lengths of
slue of



Subspace s of Best Fit
What happens in general m 2

Def Let V be a subspace of IR The variance

along of our recentered data points di d is

slr Aldi v14 111dmr11
orthogonal projections

NB If V Span u for u a unit vector then
d di a u so I di v11 Idi a Hull din

so
s Spansu di.us tldi u 2J s u

Fact For any subspace V

S Vts Vt sit sm opt to

total variance

Proof Recall if utr then Hutu f Hull Hull

Taking u latin tilt sixes
dijf.fiifHdill I di lt ll di ra112



Sum over all i

s Vts Vt Aldiv1 t.tl dnlrF

II dilute I dnlr.tt

11kEur 11kt.su tll dalr1f HfdnrH2
Hit11 110117

But Hdill di di sum of entries of ith column

119,11 flat.lt sum of all entries of

On the other hand

si variance of measurement

sum of entries of 5ᵗʰ row of A

So the total variance is

5 5,4 5m sum of all entries of A

Hit11 11011

The total variance is also Tr 5 26,4 ton

NB s V42 Aldi 11 dark
is the sum of the squares of the orthogonal
distances of the di to V



Def The d space of best fit in the sense of
orthogonal least squares is the d dimensional
subspace minimizing s Vt The error is s Vt

in terms ofdistances it's In 1 v42

NB Minimizing s Vt means maximizing s r

since s V s Vt total variance is fixed

The d space of best fit is the d spaceof largest
variance

We know how to find the line of best fit Span u

What about the plane of best fit It's V Span u.su

S V lld.IM AldiJul12

Projection formula u u is an on basis for V so

di di a mtldi.ua us orthogonal summands

Aditi di a dice

s V52 ldiui ldi.ua diucteldi.us

ldiu.se dim

lotus Idius

Sla say 0,2 6

error 10,4 a 10,2 92 0,2 to



Then Let A be a centered data matrix with SVD
A quintt oriununt

Thed space of best fit to its columns is

Span us Ud

The variance alongVa is s Vd a tod and the
error is s Vat q.tt or

So you split the total variance o t to 5 s VD sVat
into the large part slV a 92 and the small part
SVf 84 or

Upshot The greedyalgorithm will find the d space
of best fit by peelingoff the remaining direction of

largest variance d times

Eg The line of best fit is the first principal
component VespanSuit The error a't tar



Eg Suppose

A IOUNT 8uzvtt 2usu.tt lunet
Then A fits the plane V Span u.su to

a small error 24.1

But A does not fit the line V Spank
well the error 84.24.1

On the other hand A fits the 3 space
Span us u u even better error 12

but this isn'tmuch better than the plane
of best fit

Upshot If a 9 are much larger than Oda or

then your data closely fit the d space
SpanSub Nd

but not a smaller subspace like Span u Uda

You'll sometimes see singular values
graphed in order think a bigmatrix
has lots of singular values This gives
a way to visualize the dimensionality of Ts
your data Es this data set wants to lie

i 183

on a 183 dimensional subspace



NB This is all applied to the recentered data points
Your original data points dis In columns of A
fit the translated subspace

Mum add back the means

See the Netflix problem on HW 15


