
 

Determinants

What we've done
Solve Ax b
Gauss Jordan LU PVE

Approximately solve Ax b
orthogonality projections QR

What's next
Solve Ax Xx

This is the eigenvalue problem used in difference
equations rabbit population ODES It deals

exclusively with squarematrices

The determinant of a square matrix is a number

that satisfies many magical properties I'll
define it by telling you how to compute it

using row operations

Next time other ways to compute it



Def The determinant of a square matrix A is

a number detA or Al satisfying
1 If A EEE B then detA det B

2 If A EE B then det A EdetB

3 If A 5B then detA detB

4 det In 1

Consequence if A has a zero row then defA 0

Eg det detf

det 0

Consequence if A is upper lower triangular
then def A product of diagonal entries

det 114 product of the
diagonal entries

eg REF



Eg det É abode

Fainsabadett abc

What if b o though Cora or c

det E Eats out o o c

O a o c

A REF matrix is triangular so you can compute
detA by Gaussian elimination

Eg det i s É det

R I dett 7 del
2

NB You get the same number for detlA
nomatter which row operations you do



Eg det i s det

R
det 9 Mid dett

2

Gaussian elimination is the fastest general algorithm
for computing the determinant of a matrix With
known entries

Procedure To compute det A run Gaussian
now

elimination A operations U Then

detla 1
row

soars.tn aligIT tggfa
predict

NB You don'tneed to do new scaling operations to
run Gaussian elimination so this term usually
does not appear

NB Row operations multiply def by a nonzero scalar

AIFB a deth Tian data



Eg A Ed
If a 0

det A Rest det dcab
ald Eb ad be

If a 0

dat A Red dot 8
be ad be

def Ebd ad be

Magical Properties of the Determinant
i Existence There exists a number detCA

satisfying defining properties I 4

2 Invertibility A is invertible det A to

3 Multiplicativity det AB det A at CB

and det A to diet At delta

4 Transposes det At det A



We'll only prove 12 in class See ILA for
the rest

Existence
1 says You get the same number

for delft nomatter which row ops you do

Invertibility

Proof If U is a REF of A then
def U product of diagonal entries

def u O all diagonal entries
are nonzero

A has n pivots

A is invertible

We know det A nonzero scalar detlu
so also della 0 data O



Eg def II
1113 47137 0

so II is singular not invertible

NB If the columns of A are linearly dependent

then A does not have full column rank
not invertible det A 0 Likewise for rows
take transposes

A has linearly dependent
rows or columns def A1 0

Multiplicativity

Ig det i s

det i s
i s

det i s det i s

det 1 I 1 25



More generally

detCA data for all neo

and no if det A to

Eg Say A has a PA L U decomposition

doth dit E 1

You get P by doing row swaps on In so

def P y
row swaps

Hence

y
rowswapsdefy det PA

detCLu detladet u

Letta
This recovers the formula on p 4 we did no

row scaling operations



Transposes

The transpose property says that det A satisfies

1 3 for column operations too they'rejust
row operations on AT

Eg det deff't

f transpose I transpose
det I Fedex ti

4 3

so we can compute def using column ops

det deff
O O

deff
49



Determinants and Volumes

Where do properties i 14 come from

Two rectors Vyner determine IIPspan a parallelogram

P x hexave X X E 0,1

Facts area p det II
Eg vill vet's

IIParea p det 5 I
3 i 2 G 1 5

Why Let's check that area p satisfies the
four defining properties i 14 of the
determinant

NB area p base xheight

manage
EneFffectangleP gI its



i Row replacement

yet ÉÉvous Vater

area base x ht unchanged
2 Rao scaling
a user

i

basescaledby lol basexht scaled by lol

3 Row Swap
no II É

area unchanged Idell
IQ minus sign

area 1

This generalizes as follows same reasoning

Def The parallelepiped determined
spanned by n vectors P.FI t
Vs on G IR is

D x rot turns Xy one 91

Than Determinants Volumes

volumelol dat III I



NB When n I volume length

length a lal Is

NB When n 2 volume area

Question When is volume p 0

When P is squashed flat
111s featie when Va ha are

linearly dependent det C 7 0

NB In multivariable calc you approximate shapes
by tiny cubes which turn into tinyparallelepipedsafter applying a function This is why
determinants appear in the change ofvariables
formula for integrals

if Iggy a fly xu then

dy dyne det did dx den

0I tag

detoildy


