



































































































































Linear Independence
Last time we discussed subspaces which are linear spaces
thru 0 and two ways of describing them
1 As a Span Col space
2 As a solution set Nut space

Today we focus on 1 In particular we ask when
are we using too many vectors to span a given
subspace

Eg HW

Span E E is a plane

Why a plane and not IR The vectors

are coplanar one is in the span of the_others

3 E E demo

Any two non collinear vectors span a plane

Span E F E Span
noEalartmultiples

This reduces the number of parameters needed to
describe this subspace



F E xs vs

Moreover the expression with 2 parameters is

unique but with 3 parameters it is
redundant

if I E 0 E E 6 7 2 E
but 8 E x E only for

demo 1 1 2 1

We want to formalize this notion that there are

too many vectors spanning this subspace by
saying one is in the span of the others

In the above example each vector is in the

span of the other 2 but this need not
be the case

Eg v i vs E vs I i
Here v2 IV OK

2
but vs Span Vi V2



We want a condition that means some vector
is in the span of the others Answer rewrite
as a homogeneous vector equation

Def A listof vectors v gun is linearly
dependent LD if the vector equation

int xnVn O

has a nontrivial solution Such a solution is
called a linear relation among v vn

Es IFE 31

E 3

is a linear relation

E E LD

EEitor 0 24 rators
is a linear relation

now us a LD



Recall Ax 0 has a nontrivial solution

A has a free variable

otherwise the only solution is 0

us in ie LD

int nun 0 has a nontrivial solution

thematrix has a free variable

NB If xivit ntxnvn oandx.to then
vi Xiv xi ivittxitivitit ntx.vn

so V is in the span of the others

LD means some vector is in the span of
the others xivit r txnvn oandx.IO
implies vie Span v Vit Vitis oh



Summary Let b sun be vectors

The following are equivalent

1 vis n un is linearly dependent

2 Thematrix

4 Yn has a free variable

3 Sone ri is in the span of the others

Def A listof vectors v gun is linearly
independent LI if it is not linearly
dependent ie if the vector equation

int xnVn O

has only the trivial solution

A logically equivalent statement is

int xnVn O implies Xn O

The logical negation of the Summary above is



Summary Let us sun be vectors

The following are equivalent

1 vis n un is linearly independent

2 Thematrix

4 4 does not have a free variable

3 No ri is in the span of the others

Roughly vectors v gun are LI if their

span is as large as it can be Every time

you add a vector the span gets bigger

Eg Is LI or LD

In other words does the vector equation
x 0

have a nontrivial solution free LD

EEE
2 2 3

Take 3 1 linear relation

5 21 0

So they're LD demo



Eg Is I E 14 LI or LD

In other words does the rector equation
Xi f x E x f I

have a nontrivial solution

1 JEFE
No free variables only the trivial solution

these rectors are LI demo

Fact If un sun is LI and

be span via sun then there are unique
weights x xn such that

be xiv t tx.nu

In otherwords this is not a redundant
parameterization of Span un sun

Proof let A be the matrix with cols us un

so Ax b I xivet txnvn b
Ax b is consistent because beColla
Ax b has one son because A have

yno free variables



Linguistic note LI LD are adjectives that apply
to a set of vectors
Bad A is LI V is LD on k and us
Goods A has LI columns Tagusus is LD

Eg a u is LI e v O

Any set containing the O vector is LD

if u 0 then

0 1 v to at Va

is a linear relation

Suppose In w is LD So there exist
b 60,0 such that artbw o

atoms he baw

b tous wa gu
co are

collinear

n w B LD E u w are collinear

Similarly um w is LD e u u u are

coplanar and so on

If ran then r rectors in IR are LD

the matrix Y in is wide so it has a free
variable

eg 3 vectors in M are automatically LD
demo



Basis and Dimension
A basis of a subspace is a minimal set of
vectors needed to span parameterize describe

that subspace

Def A set of vectors v un is a basis

for a subspace if
i V Span vs in

2 Eve vn is linearly independent

The dimension of V is the number of vectors

in any basis Fact all bases havethe same size
Notation dim V

Spans means you get a parameterization of V

bev b xirit nun

LI means this parameterization is unique

Rephrase A spanning set for is a basis if
it is linearly independent

Eg V Span E
A basis is or E

I



i Spans because E e Span I
2 LI because not collinear

So dm V 2 la plane

Eg 03 Span dim 03 0

Eg A line L is spanned by one vector
dim 14 1

In general
A point has dimension O

A Ime has dimension 1

A plane has dimension 2
etc

Eg What is a basis for IR
The unit coordinate rectors einen

n 3 e ez 8 es 8

yet xzeatxze Ey

D Spams every rector has this form
2 LI if this 0 then XFXz xz O

So dim Rn n



NB IR has many bases

eg.IR is spanned by any pair of noncollinear
vectors b 9 i 4 61 13

In fact any nonzero subspace has infinitely

many bases Parameterizations are not unique
A basis is a way to describe a subspace using
the fewest vectors possible

Warning Be careful to distinguish between these

Subspace Basis Matrix

V span 1 11 11 I

This is a subspace It

1
this is a matrixA

is a plane It has as Its columns form a

vectors in it basis for V ColA

This is a basis for V
It has 2 vectors in
it It is a finite
list of data that
describes V



Bases for CollA Nal A
Remember if someone hands you a subspace

you want to describe it as a column space or

a null space so you can do computations like
find a basis

Thm the pivot columns of A form a basis

of Col A

t.IET basis 11
Epirotcolumn

NB Take the pivot columns of the original
matrix Not the RREF Doing now ops
changes the column space

Col I I Span 11

Col a I Span d



Proof Let R be the RREF of A
I 0 3 0 4

it a1
Here the pivot columns are rave ha

Note Ax 0 Rx 0 same solution set

1 Spans E 3 8 21

0 31 21 1 of ol
R1 0 AL 0

V3 34 24

A and R have the same cot relations

Similarly 1 1 4 81 6 8 18

Vs tret bus ra

Any rector in Col A has the form



Vexin t Xist X Y XV XsVs

Xiv X Vet x 34 24 txavatxftntbus.ie
x it 3 3 4 74 at 2 3 6 Xs ut as ra

which is in Span us Va Va

2 LI If Xiv that XV 0 then

A 0 R E 0

g x 1 E 0

Ig 0 xeroxed
Consequences the number of vectors in a basis

for Colla is equal to the number of pies
of A

rank A dim Col A



Eg Find a basis for Span E Is I
Step 0 Rewrite as Col 8 I
New find pivot columns

1 1
2 pivots us Span

Bass I 5 is a plane

Tim The rectors attached to the free variables
in the parametric vector form of the solution

set of Ax 0 form a basis for Nalla

12 2 31 IF 9

It x x f x 4

bass I
Proof

11 Spans Every solution I xx 4



2 LI Think about it in parametric form
O X 2 2 Xa

O Xz Xz

O X
X F Xe Xe O

O X Xt

Atrial equations

Consequence

dimNul A free vars cols rank

NB This is consistentwith our provisional

definition of the dimension of a solution

set as the number of free variables


