
L10L17Recall from last time : for a square matrix A,
· an eigenvector is a nonzero vector v such that

Av = Xu X-eigenvalue
· The X-eigenspace is

NullA-XIn) = Sall X-eigenvectors and 03
· The characteristic polynomial of A is

p(x) = det(A - xIn)

The eigenvalues are the solutions of p(x) = 0.

· We like eigenvectors since it's easier to multiply
a vector by a scalar than by a matrix

,
and

Av =Xv =Akr= Xkv

helps us solve the difference equation
+=Au us U=Avo

.

Today :

· What kind of function is p(x)?
· How to solve Un= Alv

: if to is not an

eigenvector?



The Characteristic Polynomial It
2x2 Matrices : if A =/2) then

det (A- x[2) = det(ax) = (a- x)(d-x) -b
-??

= X-- (a+d)b+ (ad-bc)det(A)
This is a polynomial of degree2.

NB : p(o) = det(A-OIz) = def)
, so the constant term

of p(X) is always def(A).

Def : The trace of a matrix A is

Tr(A) = the sum of the diagonal entries of A.

Eg : Tr(a) = a+d

Characteristic Polynomial of a 2x2 Matrix A

p(x)= X2 - Tr(A) x+det()

We can find the zeroes of a degree-2 polynomial using
the quadratic formula.

Eg : Find all eigenvalues of A = (P2).
Tr(A) =4 det1)=3 -> p(x) = X"-4x+3 =0

=> x= &(4=N) = 2(4 =2) =2)

So the eigenvalues are 1 and 3.



So what does the characteristic polynomial of a larger
matrix look like?

General Form of the Characteristic Polynomial :
If A is an nxn matrix and p(X)= def(A-XIn) then

p(x) = (- D) *x + (-1"TrIA)X-
+ (?)x- + (4)x43+ ... + (?)x + deffA)

-> This is a polynomial of degreen .
-> You only get the X" and constant coefficients
"for free"

-> To compute the other (?) coefficients
, you have

to compute det(A-XIn) (cofactors
,

...>

Eg : A=3) In 116 we computed :I
p(x) =- x + 0x+ x+ 3

↑ ↑ ↑ ↑
(-s)3 Tr(A) 1?) def(A)

Fact : A polynomial of degreen has at most n noots.

i .e
, p(x) =O has at mostn solutions.

Consequence : An nxn matrix has at most n eigenvalues.

(But each eigenvalue has as eigenvectors.



How to find the roots of a degree-n polynomial?
· In real life : ask a computer
NB : The computer will find a matrix whose characteristic

polynomial is your polynomial, and use a different,
numerically accurate algorithm to find the eigenvals!

· By hand : I won't ask you to find the roots of a

polynomial of degree 23 by hand . (There are lots
of fun tricks to do this

, though !)
In any case

,
this is not a Gaussian elimination problem!



Diagonalization
Solving a difference equation is easy wheno is an

eigenvector :

Ar = Xo => Up= Avo = X"Vo
.

It's also easy whenNo is a linear combination of
eigenvectors. Suppose

Vo= X, W , + X 202 +- + XnWn where Awi =Digi
-

Then

Vi= Akro = Al (x, w , + X 202 + -- + xnWi)

&tribute
X,
A"v+ X Akon +... + XnA"on

= X,
xiw , + XXW2+... + XnInwn
-

no matrix multiplication?
this is computable.

If Aw=Xiw ,
Awa= Xawzy ... >

Awn= Xncon
s
then

* (x, wi + X202 + -- + XnWn) = X,
xiw , + X-X2+... + XnInwa



Rabbit Example,
Contid : In 116 we computed the matrix

A=( ) has eigenvalues X=2

Compute eigenspaces (bases for NullA-XIs)) :

2 :3) -ES(5)3-E : 3/13 Clines)

Let's name these eigenvectors :

w = (3) wa= (2) wa= (1)
Is our initial state vo = (ii) a lear combination
of wiwz

,w? We need to solve

(1) =
x, (3,) + xz(z)) + xy(t)

augmented(
Xy= -)

So vo= I w+ Iw2-les

=> m = Avo = 1 .24w .
+ 1 : (e)"We-1 . (2)"Wa

If we expand this out, we get

Vn= 2k(3) + (-z)"(2)) - (2)H)

I
2k . 32+ ( - (2)k.2 - (-3/2)k . 18

) closed form:

I 2k - 4 + (-(2)k - (1) - (-3(2)k . ( -3) no matrix
k2k + (-yz)k - (-3/2) multiplication!



Ok, so we've effectively computed VR. What about our

qualitative observations about Un as K-s?

Observation 1 : 2 is the dominant eigenvalue :

image and2 as-

This means that

Ve= 2YWittt"co2+ (from Zo ,
as k-

*
I same most significant digits)

This explains why eventually,
· the ratios converge to (32 : 4 : 1)
other population roughly doubles every year

Observation 2: Sw,wa
,
was is linearly independent

(this is automatic- more on this later)

basis Swywn,wa is a basis for I
=> any vector in IR3 is a linear combination

ofwiswa,ws.

this means any initial state to can be expressed as

Vo = X,
W,

+X202 +X>W>

=> Un= Akro = 2ix
,
0 ,

+ (2)"Xw2 + (2)"XsWe
So Observation I holds for any initial state

!

Q : What if X=0?



The fact that A has 3 LI eigenvectors means that

we can effectively compute Aro for any votIR":

Def : Let A be an nin matrix. A is diagonalizable
if it hasn linearly independent eigenvectors
Swiswas ....WY . In this case

,
Swiswas ....WnY is called

an eigenbasis; and computing(wi was ....WnY is called

diagonalizing A.

How to Diagonalize a Matrix :

Let A be an uxn matrix.
11) Compute the characteristic polynomial

p(x) = det (A-XIn)

(2) Factor p(X) to find the eigenvalues of A.
(3) Find a basis for each eigenspace.

(4) Combine the rectors from all your bases in (3) .

-> If you have n rectors
, they form an eigenbasis.

-> Otherwise
,
A is not diagonalizable.

NB : There's a fact hiding here. Normally if you have
several sets of LI rectors and you combine them,

it

can be LD. Here there's an assertion that if you
combine eigenspace bases

, you get a LI set
.

More

on this in 118.



Eg : We carried out this procedure for A=1)
(1) p(x) = -y+x+

(2) The computer says p(X) = - (x-2)(x+2)(b+=)

(3) We computed a basis for each NullA-XE3) above:

2 :3) -ES(5)3-E313
(4) We got n=3 rectors so

& (3) , (2) , 11013 is an eigenbasis
lautomatically LIL.

Eg : A = (oi) shear

(1) p(x)= X" - Tr() x+det(A) = X
=

-2x+

(2) X*-2x+ 1 = (X-1)" -> one eigenvalue 1 (twice?)

(3) Basis for the 1-eigenspace is 3(0)3
14) We only got I rector but we needed 2

=> not diagonalizable.
/In 116 we saw that all eigenvectors lie
on the X-axis => can't find 2 LI eigenvectors)

NB : The shear should be your favorite example of a

non-diagonalizable matrix.



Fact : A "random" matrix will be diagonalizable.
If A is diagonalizable, then any rector in I" is a

linear combination of eigenvectors.

Def : Let A be a diagonalizable matrix with eigenbasis
Swisws ...,Was and let VER? . Expanding vin the
eigenbasis means solving the vector equation

V= X,W , +XzW2+
- + XnWn

.

or equivalently, the matrix equation

thisrat( .. (r)x = V

Important ! The point of doing this is that it becomes
much easier to multiply by A /or AK) :

* (x, wi + X202 + -- + XnWn) = X,
xiw , + XeX2+... + Xenon

.

This lets us solve a difference equation VR=A"v.

whenever A is diagonalizable,

How to Solve the Difference Equation vi=Alvo when
A is Diagonalizable :

(1) Diagonalize A to get an eigenbasis [WisWas -..,Wa] .

(2) Expandvo in the eigenbasis : solve
Vo= X,W+ Xz2 + - .. + XnWn-

(3) Answer : Un= Aro = X,
Xiw , + XeXiW2+... + XnInton

.



Eg : Solve the difference equation
=Al for A=-8) ,

vo = (2)
First we diagonalize A :

(1) p(x) = detx)
expand

= (14-X) det (23-X) - 12 (1) det /188x)

+ 12det (3) = ... = - X+3x - 4
.

(2) Factor:- - x+3x - 4 = - (x-2)(x+1)

so the eigenvalues are X=2x and X==
Itwice?)(3) Find eigenspace bases:

SX=2 : A-CIs =(3)
DUF
-> x= xz(z) + xs()

We can use these rectors as our basis
,
but let's

clear the denominators to make our lives easier :

basis [( %) , (in))
X=-1 : A+13 = (_) ()
Puf
-> x-xs(i) d &(i)]



(4) We ended up with 3 eigenvectors
m= 1) wi = (i) w= (i)

so A is diagonalizable and Swywa,ws] is an

eigenbasis .

Now we can solve the difference equation. We

expand vo= (2) in our eigenbasis :

solve (E)= x , ( * ) + xz()+ xx( +)

mentedXz= 2

xz
= -2

So vo = -Wi +zw2-20s and we win :

=Av = -2
,
+22w2-(-1)k ·Zws

= 2k( - (=) +2()] - (-xh)+)

= 2k((u) - ((k)) =
closed form :

no matrix multiplication.

M : 211-14 as k+ > 12 is the dominant eigenvalue),
so U2h() for large k.
It takes a lot of work to extract this information from
the matrix A!

NB: You can't use this procedure to solve v=Alvo if A
is the shear: not diagonalizable ! (It's easy to solve by hand.)


