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Abstract

In this paper, we investigate the instability of growing tumors by employing both analytical
and numerical techniques to validate previous results and extend the analytical findings pre-
sented in a prior study by Feng et al. (Z Angew Math Phys 74:107, 2023). Building upon
the insights derived from the analytical reconstruction of key results in the aforementioned
work in one dimension and two dimensions, we extend our analysis to three dimensions.
Specifically, we focus on the determination of boundary instability using perturbation and
asymptotic analysis along with spherical harmonics. Additionally, we have validated our
analytical results in a two-dimensional (2D) framework by implementing the Alternating
Direction Implicit (ADI) method. Our primary focus has been on ensuring that the numerical
simulation of the propagation speed aligns accurately with the analytical findings. Further-
more, we have matched the simulated boundary stability with the analytical predictions
derived from the evolution function, which will be defined in subsequent sections of our
paper. This alignment is essential for accurately determining the stability or instability of
tumor boundaries.
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1 Introduction

Cancer is one of the major concerning diseases around the world, and the mathematical study
of tumor growth has proved to be meaningful in providing insights for treatments. Therefore,
investigating partial differential equation (PDE) models in the context of tumor growth is of
great importance [7, 11, 12].

Recent advancements in tumor growth modeling have emphasized nonlinear dynamics,
boundary behaviors, and stability under perturbations. Cristini et al. (2003) identified key
dimensionless parameters controlling tumor evolution in [7], delineating growth models
influenced by vascularization. Greenspan (1972) provided a foundational diffusion-based
free boundary model for solid tumor growth in [12], while Friedman and Reitich (2000)
revealed numerous asymmetric solutions in stationary tumor models in [11]. These highlight
the interaction between mathematical parameters and tumor morphology. Moreover, Feng et
al. (2023) examined the tumor boundary stability in [10], finding that tumor boundaries in
vitro remain stable under various conditions, while in vivo boundaries exhibit the instability
when the nutrient consumption rate exceeds certain thresholds, influenced by the wave num-
bers of domain perturbations. Improved numerical schemes for tumor growth PDE models
include the novel prediction-correction reformulation that accurately approximates the front
propagation of speed with the strong nonlinearity introduced by Liu et al. (2018) in [21].
These studies underline the complex interplay between biological and mathematical factors
in tumor growth, guiding our research on the stability of tumor growth models after pertur-
bation in three dimensions. One may notice that there are extensive studies regarding the real
datum for the tumor growth in the two-dimensional (2D) space, such as [8, 14, 15]. However,
we would like to remark that 2D models are still simplifications of real three-dimensional
(3D) tumor models, see [3, 4] for more discussions.

The main question that we are focusing on is the instability of the tumor boundary induced
by nutrient consumption and supply, which is significant since previous research has sug-
gested the shape of tumors as one of the crucial criteria to determine whether a tumor is
benign or malignant [1, 5, 23, 25]. Specifically, we investigate this based on [10], using
finite difference numerical schemes to match up to the 2D analytical results presented in
[10], as well as extending the results to a 3D perturbed spherical scenario. We first apply
the Alternating Direction Implicit (ADI) numerical scheme, as in Witelski (2003), to vali-
date against the 2D analytical results in Feng (2023) on tumor dynamics. Following this, we
introduce spherical harmonics as a perturbation method, expanding our tumor model to a
3D framework. In this extension, we employ modified Bessel functions, hyperbolic trigono-
metric functions, and asymptotic expansions to derive analytical results for the 3D scenario.
This study is significant from different perspectives. Firstly, the findings reported in [10] are
predominantly based on analytical techniques, and the introduction of numerical simulations
offers an alternative perspective on the 2D tumor PDE model, shedding light on the bound-
ary instability. Moreover, the extension of our investigation into 3D tumor dynamics, both
analytically and numerically, has practical implications, providing deeper insights into the
malignant potential of tumors.

In this paper, we begin by describing the model, detailing both in vitro and in vivo nutrient
models. We then focus on 2D numerical schemes, matching our numerical simulations to
the results in [10]. Subsequently, we investigate the boundary stability and introduce our
analytical approach for constructing 3D scenarios, highlighting the distinction between our
2D and 3D tumor boundary instability. The paper concludes with a summary of our findings
and a discussion of future research directions.
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Fig.1 Schematic figure of the
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defined outside and inside the red
shaded tumoral region [10]

2 Model Formulation

The full PDE modelin [10] that we are focusing on is based on the sharp interface limit of a cell
density model. In Fig. 1, we present a schematic representation of the tumor geometry. This
depiction illustrates a 2D circular domain with the radius R, encapsulated within a nutrient
exterior. This simplified representation serves as a conceptual aid; the actual geometry of
the tumor, governed by the equations detailed subsequently, can be any general domain. Our
focus on basic geometric forms, such as the axisymmetric circle in two dimensions or the
sphere in three dimensions (as explored in Sect.5), is instrumental. This focus allows us to
distill the essential physics of the model. By employing these simplified shapes, specifically
the spherically symmetric sphere in our 3D analysis, we aim to elucidate the fundamental
principles underlying the behavior of the model.

2.1 Finite-k Compressible Model

Following this, we are interested in physical properties such as the tumor density, the nutrient
concentration, and the pressure. Specifically, we denote p (x, ) as the cell population density,
and c(x, t) as the nutrient concentration. The production rate of tumor cells, Go, depends
only on the nutrient concentration, where we use G(c¢) = Goc as a growth function in this
paper for simplicity. To represent the tumoral region at time ¢, we denote the support of
pas D = {x|p > 0}. Here, we assume the tumoral region expands with a finite speed
governed by Darcy’s law v = —V p|yq via the pressure p(p) = p¥ [10]. In these models,
we use Darcy’s law because the flow within the tumor or biological tissue can be highly
nonlinear, meaning that small changes in density can lead to large changes in flow or vice
versa. A power law is a simple way to capture such nonlinear effects. The positive power
k > 0 ensures the consistency with physical laws, since the pressure in a fluid or gas typically
increases as the density increases. Additionally, a positive power k in the equation ensures that
the pressure p(p) is a well-defined, real-valued function for all positive values of the density
p. Furthermore, k > 0 in the pressure p(p) = p* ensures that the support of p is compact.
Thus, the density p is governed by a Porous Medium Equation (PME) type equation:

9
%—V-(pr(p)):Gopc, xeR", 130, )

wheren =2 orn = 3.
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The consumption, exchange, and diffusion of the nutrient are governed by the following
reaction-diffusion equation for the nutrient concentration c:

d
ra—j—Vzc—i—\IJ(p,c):O, 2)

where 7 < 1 is the characteristic time scale of nutrient evolution, and W (u, ¢) describes the
overall effects of the nutrient supply regime outside the tumor and the nutrient consumption
by cells inside the tumor [10].

Specifically, the overall function W (p, ¢) is mathematically written as W (p, ¢) = ipc -
1p — X(CB — ¢) - 1 pe. For simplicity, we set % = land A > 0. 1p indicates the indicator
function of the set D (the region of the tumor), and 1 pc is the indicator function of the
complement of the set D [10], and we also use d D(¢) to denote the evolving tumor boundary.
The indicator function of a set A is defined such that it assigns a value of 1 to an element x
if x is in the set A, and a value of O if x is not in the set A.

For simplicity in the later analysis, we consider the following elliptic formulation by
dropping the time derivative, which is reasonable since 7 < 1:

—V2c+¥(p,c)=0. (3)

This further yields
—V2¢ + apc =0 for x € D(1), 4)

where n = 2, 3, D(¢) is the tumor region, and X is the consumption rate [10].

Positivity of density in our model is crucial both theoretically and computationally.
According to the maximum principle, the density p is always non-negative. In scenarios
where the power of the PME, denoted by k, equals 1, the instantaneous positivity of p is
guaranteed. However, for k > 1, it is well-known that the density p can approach zero and p
has only C* regularity, as detailed in [27]. Active research focuses on developing numerical
schemes that preserve the positivity, including flux splitting type schemes applicable to both
second-order and fourth-order degenerate parabolic equations [2, 13, 22].

Additionally, the positivity can also be derived using the method detailed in [24]. Specif-
ically, in our model, (1) can be reformulated as a transport-reaction equation:

k k—1
=1

In the context of this variational problem, we take variation with respect to the flow map
X€, where X¢ = v(X¢, t) and X€(x, 0) = x, This provides an alternative method to preserve
the positivity of the density. Furthermore, preserving the positivity is significant for related
fourth-order degenerate equations. Unlike the maximum principle, the positivity here stems
from the specific choice of free energy. This concept is employed in the Flory-Huggins style
Cahn-Hilliard equation with a logarithmic potential to ensure the positivity [6].

The illustrations of the behavior in the model in the form of the two PDEs in (1) and (2) are
shown in Figs. 2 and 3. These figures showcase simulations performed with the ADI method,
an effective numerical technique for solving 2D parabolic PDEs, such as the PME and classic
diffusion equations. This method discretizes spatial derivatives in alternating directions across
subsequent time steps, thereby reducing the computational complexity by decoupling the
resulting tridiagonal systems [28]. Specifically, the ADI method alternates between treating
diffusion implicitly in one spatial direction and explicitly in the other within each time step.
This approach not only simplifies the computational steps but also achieves second-order
accuracy over the complete time step due to the symmetric nature of the discretization.

9p+V-(pv) =Gop, v=
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Fig.2 The 2D tumor growth boundary evolution with A = 0.5 (three time profiles evolving from left to right)
for an initial perturbation with the wave number m = 8
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Fig.3 The 2D tumor growth boundary evolution with A = 40 (three time profiles evolving from left to right)
for an initial perturbation with the wave number m = 8

However, the implementation of the ADI scheme, while straightforward, exhibited a
weakly decoupled system that lacked the stability for varied parameter inputs. To address this
challenge, we explored multiple splitting approaches within the ADI method. Specifically,
we experimented with various sets of splittings, such as 1/2 and 1/2, 1/3 and 2/3, 1/4 and 3/4,
and so forth. Among all the tested sets, we identified that the 1/8 and 7/8 splitting provided
the most stable system. The stability of the ADI scheme was assessed by observing whether
different parameter values consistently produced the same simulation results for the tumor
boundary shape. This consistency indicated the stability of the splitting approach in our ADI
scheme, ensuring reliable performance across varied parameter inputs. Therefore, we will
use this splitting in our model to numerically simulate tumor growth, where the details are
demonstrated in Appendixes A.1.1 and A.2.1.

2.2 Incompressible k = oo Model

Taking the incompressible limit of k — o0, and considering the patch solutions poo = 1 p,,
D~ C R", yield the simplified versions of (1) and (3):

— V2 poo = Goc for x € Duo(1), )
Poo =0 for x € R"\ Do (2).
The boundary conditions (BCs) for the pressure p in the in vitro model are that the pressure
is bounded everywhere and the pressure value and its derivative are zero at the boundary.
Therefore, these give us the complete PDE problem for solving the pressure p for the in vitro
model
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— V24 2rc=0 for x € Doo(?), (6)

where n = 2, 3, and the in vitro and in vivo models will be introduced shortly in Sect. 2.2
[10].

From now on, all pressures are p = poo, and we omit the subscript. Therefore, combining
(5) and (6), we can denote

G G
u=p+ TOC satisfying v?2 <p + 70c> =0. 7

This gives us the Laplace’s equation for u, which will be useful for later constructions.

The domain we are considering here is a disk or sphere with the radius R, where the solution
is bounded everywhere. The boundary and initial conditions (ICs) for the above PDEs will
be introduced for the simplified versions of this full model in the following subsections.
Furthermore, the boundary moving speed in the direction normal to the boundary at a point
x, denoted by o (x), is given by

0 (x) = =V peo - 1(x), (®)

where 71(x) is the outer unit normal vector at x € d Do (¢). This gives us the general axisym-
metric interface motion equation

L) (R(1)) (C))
a rP .

Our density model can be considered as a phase field approximation of the sharp interface
model; for a rigorous treatment of the sharp interface limit/ incompressible limit, see Feng
et al. (2024) [9]. Interestingly, identifying an alternative phase field model that is more
computationally and analytically tractable could significantly advance the study of this critical
problem in cancer treatment, as discussed by Baskaran et al. (2013) [2].

2.3 Two Models for the Nutrient Distribution

Following the general PDE model in (3) and (6), we consider the two simplified versions
with different concentration assumptions, as introduced in [10], which are the in vitro and in
vivo models. We study the boundary stability of the radially symmetric scenario under these
two nutrient models, where R is the radius of the tumor before perturbation.

2.3.1 The in Vitro Model

For the in vitro version, it is assumed that the tumor is surrounded by a liquid and the exchange
rate with the background is extremely high so that ¢ matches cp on the tumor boundary [10].
This gives us a constant nutrient concentration outside the tumor and quasi-steady inside the
tumor. The in vitro concentration assumption outside the tumoral region coupled with (6)
gives us the system of equations for the in vitro regime [10]:

(10)

—V2c+rc=0 for x € Doo(1),
¢ =cp for x € R"\ D (1),

where n = 2,3 and A > 0 is the consumption rate. Therefore, (10) together with the BC
c(dD) = cp gives us the complete PDE problem for solving the concentration ¢ for the in
vitro regime model. We only need to solve for the concentration c inside the tumor since c is
always constant outside the tumor.
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2.3.2 The in Vivo Model

For the in vivo version, the nutrient is transported by vessels outside the tumor and reaches
cp at the far field. Correspondingly, it is assumed that the exchange rate outside the tumor
is determined by the concentration difference from the background, i.e., cg — ¢ [10]. The
in vivo concentration assumption outside the tumoral region coupled with (6) gives us the
system of equations for the in vivo regime [10]:

—V2c+xrc=0 for x € Doo(t),
[ oo (1) an

—V2c=cp —c for x € R"\ Do (1),

wheren = 2, 3, and the concentration is quasi-steady inside and outside the tumor. We assume
the tumor is axisymmetric, and we denote the concentration inside the tumor as c® (r,t),and
the concentration outside the tumor as ¢(©) (r, 1). The solution for concentration is everywhere
bounded, and BCs for concentration ¢ in the in vitro model are

(R, 1) =R, D),
acD(r, 1) _ 3cO(r, 1) (12)
or r=R B or r:R.

Therefore, (11) and (12) give us the complete PDE problem for solving the concentration ¢
for the in vivo regime model.

The PDE problem for the pressure p in the in vivo model is identical to that in the in vitro
model. Therefore, (5) along with the BCs outlined before Sect.2.1, comprehensively defines
the PDE problem for determining the pressure p in both the in vitro and in vivo models.

3 The 2D Problem

In this section, we examine the 2D analytical findings on the tumor boundary stability and
instability as presented in [10], focusing on the radially symmetric boundary. In two dimen-
sions, the tumoral region is considered a disk with the radius R for simplicity. This aims to
establish the foundational equations pertinent to our research and facilitate a comparative
analysis with the 3D results we obtained. Specifically, in Sect. 3.1, we skip their calculation
details and provide a comprehensive overview of their procedural steps. Subsequently, in
Sect. 3.2, we state their results for two dimensions.

3.1 Overview of the Steps

In both the in vitro and in vivo models, similar methodologies are employed, yet they yield
distinct results. In this section, we primarily focus on the more complex in vivo scenario as
an illustrative example. The results for both the in vitro and in vivo models are presented in
Sect.3.2.

Step 1: Solve radial symmetric solution

In [10], the authors solve the nutrient concentration using the modified Bessel functions
of the second kind 7, (r) and K,,(r). Then, they solve the pressure po, and use the symmetry
to derive poo(r, t). Following (9), the velocity of the boundary for the in vitro model is
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dR  Gocgl(V/AR)

P oAV T 13
dr VAl (VAR) (1)

and for the in vivo model:

dR Gocg K1 (R) I (W/AR)

s . 14
dt AKo(R)I}(W/AR) + v/AK1(R) Iop(v/AR) (1

Step 2: Define the perturbation in terms of the perimeter curve

If we denote B = 9D, then B is the tumor boundary after perturbation. At time ¢, the
authors introduce a perturbation characterized by an amplitude §(#) and the boundary of this
perturbation is described as follows:

s)

Bs(¢) ={(r,9)Ir = R(1), ¢ € [- 7, M)},
Bs(¢) = {(r, §)Ir = R(t) + (1) cos(mp), § € [— 7, T)}.

Step 3: Expression of asymptotic solutions on the perturbed region
The perturbed solutions ¢ and p have the following asymptotic expansions:

{ Era . 1) = co(r, 1) + 80 (r, . 1) + O(87), 16

pr g, 1) = po(r,t) +8O)pr1(r, ¢, 1) + O(8?),

where the leading order terms co and pg correspond to the unperturbed solutions solved in
Step 1. The main response corresponding to the perturbation is captured by the first-order
terms c1(r, ¢, t) and p1(r, ¢, t). The higher-order terms are represented by 0(8?%). Here, for
the linear problem involving ¢; and pp, we can solve for a single m-mode from the Fourier
series independently. For further details, please refer to Sect. 5.2 in [10]. This allows us to
simplify the expansions and approximate them as

ci(ry ¢, 1) = ci(r, 1) cos(mg), (17
pi(r, ¢, 1) = pi(r,t) cos(mg).
Step 4: Equations for the first order terms '
Plug the asymptotic solutions into the model on D(r) and solve for ci') and ci”):
— V2 ¢, 1)+ 2 9, 1) =0, 8)
— V2, ¢, 1)+ (r, ¢, 1) = 0.
Thus, '
1) = cgar (1) Ly (Var)  for r < R(0), (19
i (r, 1) = ebi (DK p(r) for r > R(),

where m represents the harmonic order of the coefficients in the Fourier series expansion.
Remember that we denote the concentration inside the tumor as ¢¥) (r, t), and the concen-
tration outside the tumor as ¢ (r, t) [10]. On the other hand, p1 solves

V2pi(r, ¢, 1) = Goc\(r, ¢, 1) in D(). (20)
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Step 5: Determine the coefficients by matching the boundary ~

The authors evaluate the perturbed solution on the boundary point B(R + § cos(m¢), ¢)
by first taking the Taylor expansion around R with respect to the first variable up to first
order:

¢V (R +§cos(me), ¢) = ¢'” (R +  cos(m). )
= ¢o(R) + 89,co(R) cos(m¢) + ci (R) cos(me), V¢ € [— m, 7],

9-¢D(R+6 cos(mg), ¢) = 3,¢© (R + 8 cos(mep), ¢)
= 8,¢0(R)+82co(R)S cos(mep)+88,¢1 (R) cos(mgp), V¢ € [— T, ).
2D
Then by using the BCs for ¢, we require the solution to be bounded everywhere and
c(00, ¢) = cp for any ¢ € [— m, m) yields

(00, 1) = 0. (22)

Using the above BCs, the coefficients aj (R(¢)) and b1 (R(¢)) in (19), are determined.

Step 6: Determine p; for the amplitude evolution equation &~ g—f

The perturbed pressure solution p satisfies the BCs p = 0 at Bs. Evaluating p at B(R +
dcos(me)) € B(g, which yields the leading order equation for § — 0

P(R + 8 cos(m), ¢) = po(R) + 3, po(R)S cos(me) + p1(R)S cos(me), (23)

where O (1) yields %—f = —0,po(R), and O(§) yields the linear % equation. Since p(R +
dcos(me), ¢) = po(R) =0,
9 po(R) + p1(R) = 0. (24)

By using the expressions of ¢1 and py, the particular solution of pj can be determined. After
this, plugging the expression of p into the normal boundary speed (Darcy’s law) and taking
the Taylor expansion for the r variable yield the leading order equation for § — 0

‘Zif 4 % cos(me) = —(8, po(R) + 8 po(R)S cosm@) + d, p1 (R)S cos(mgp)). ~ (25)

which simplifies to

_;dé 2
8 prl — (@7 po(R) + 9-p1(R)) + O(3). (26)

This is used to determine the evolution of the perturbation magnitude by the sign of 6! %.

Specifically, if it is positive, then it implies the growth of the magnitude, which leads to the
instability with the growing perturbation. If it is negative, then it implies the decay of the
perturbation amplitude and leads to the stability of the tumor boundary.

3.2 Results of 2D Tumor Boundary Stability/Instability in [10]

In conclusion, given Gy > 0,cp > 0, A > 0, and m € NT. When the radius of the tumor is

around R. For the in vitro model, § ! % is given by

5190 _ Gocli (viR) (1{(ﬁR) 1, (AR)

- L(VAR)  In(\AR)

def
= F3(A,m, R). 27
dr Io(v/AR) ) 3(A,m, R) (27)
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2D in vivo i = 100
T

2 T T T T T
1 k- -
0 — = 7_
-1F —
3l
T‘Q
2 —
3 —m=8 | |
—m=10
m=12
— m=14
-4~ m=16| 7
m=18
— m=20
5 1 1 | | 1 1
0 2 gl 6 8 10 12 14 16 18 20
R
Fig.4 2D in vivo evolution function with Gy = 1, cg = 100; A = 100 and R € [0, 20]
For the in vivo model, 5! % is given by
_,ds Gocpm (CI(R)
s = Kn(R) Ly (WAR) — K{(R)I,(¥AR)
dt — JARC(R) \Cn(R) """
Gocg ( Ci1(R) / / (28)
- Kn(R)I,(WAR) — K{(R)I{ (VAR
CR) <Cm(R) m(R) L, ( ) 1(R) I ( )
E R0 m R),

where C(R) =+/AKo(R)I1(v/AR) + K{(R)Io(~AR), and C;(R) = Ki(R)1; (WVAR) —
Vi J/ (WAR)K j (R). Here m denotes the wave number, and 1, (x) and K, (x) are the modified
Bessel functions of order .

Therefore, the sign of the leading order terms of § -1 % (such as F3(A,m, R) and
F4(A,m, R) as shown above) determines the sign of §1 %, thus implies the stabil-
ity/instability of the tumor boundary after perturbation. The plots of the evolution function
for the in vivo regime are shown in Figs.4, 5. The simulations of the tumor boundary evo-
lution using the ADI method are shown in Figs. 2, 3, where the detailed descriptions for the
numerical scheme will be presented in Appendix A.

Remark 1 In the in vitro regime, both graphical and analytical analyses indicate that the
growth of the perturbation amplitude and boundary stability are maintained. This holds
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2D in vivo 4 =1
‘ T T T T T T T T
0 , —
\ ———————————
‘ —
|
=100 [~ ‘ .
I
/|
200 // -
315 i
W0/ [/[V/] i
/ [1//
/ [ /i
/] /
-400 = [r’ -
[ |/ m=8
| {r’ m=10
| | | m=12
500 - [/ ‘ ——m=14| _|
‘A’ / ' m=16
| \ m=18
[ ——m=20
-600 | / | L L L L L I | |
0 2 4 6 8 10 12 14 16 18 20
R

Fig.5 2D in vivo evolution function with Gg = 1, cp = 100; A = 1 and R € [0, 20]

regardless of variables such as the consumption rate A, the perturbation wave number m € N,

and the tumor size R.

Remark 2 For the in vivo regime, we have the following.

i. WhenO < A < 1 (A:nutrient consumption rate), the boundaries show the same qualitative

ii.

behavior as the in vitro model.
When A > 1, for any fixed wave number m > 2, there exists a threshold R*(m) such

that F4(A,m, R) < 0 for0 < R < R*(m), and F4(A,m, R) > O for R > R*(m).
This is proved by checking the asymptotes of F4. Also, fix a proper value of Ry, there
exists mq such that Fy(A, m, Rg) > 0 for m < mg and F4(A, m, Ryg) < O for m > my.
Lastly, as the tumor size expands, R(¢) exceeds more thresholds R*(m), therefore the

corresponding wave number perturbation becomes unstable successively.

4 The 3D Problem

While the foundational configurations and methodologies in the 3D analysis are similar to
those employed in the 2D case, the extension to a 3D framework in exploring the tumor
growth model is of substantive significance. Primarily, this 3D approach yields results with

higher applicability to real-world scenarios, enhancing the model’s practical relevance. Addi-
tionally, the 3D model employs more intricate techniques, such as spherical harmonics, to
capture the complexities of tumor growth. These advanced methodologies facilitate a deeper
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understanding of the tumor boundary instability, a pivotal aspect of our study. The technical
intricacies and the evolution function construction that elucidate the instability of the tumor
boundary are detailed in Sects.4.3 and 4.4.

In this section, we focus on analyzing the tumor growth model in a 3D scenario, examining
it under both in vitro and in vivo nutrient conditions. Specifically, we explore the spherically
symmetric model in a 3D context for these nutrient models before any perturbation, as
detailed in Sects. 4.1 (in vitro) and 4.2 (in vivo). We then shift our attention to the stability
of the 3D spherically symmetric model under these models, discussed in Sects. 4.3 (in vitro)
and 4.4 (in vivo). A key part of our investigation involves reconstructing critical variables: the
concentration (¢), the pressure (p), and the boundary speed (o) and analyzing their behaviors
both before and after perturbations. We also derive the evolution function 8! g—‘f and use it
to assess the stability of the tumor boundary, based on its sign. The critical threshold for the
transition between the stability and instability is identified through the asymptotic analysis of
spherical modified Bessel functions and hyperbolic functions, which play a significant role
in the evolution function. Detailed results and methodologies are included in each respective
section. In Sect. 5.1, we emphasize a comparative analysis between the in vitro and in vivo
results, highlighting biological insights gained from this comparison.

4.1 3D Spherically Symmetric Solution for the in Vitro Model

For the 3D scenario, based on the models given in Sect. 2, we can reduce the problem from
Bessel functions to hyperbolic trigonometric functions cosh and sinh. The Laplacian in 3D
spherical coordinates (spherically symmetric) becomes

v2u= L2 <r28”). (29)

=2\ or

Step 1: Construct the concentration ¢
The corresponding governing equation for the concentration ¢ in 3D spherical coordinates
(spherically symmetric) is (2.26) in [10]:

1
— r—za,(rza,c) +Ac =0 for r < R(1), (30)

c=cp for r > R(1).
Since u(r, 8, ¢) is independent of 6 and ¢, expanding the right-hand side of (29) yields

. 20u  3%u

ror | or? Gl

Vu

This is shown to be the same as % (()3722 (ru)) by expanding this out using the product rule:

1/ 9% ) 2 9u N 9%u 32)
- — =-——+ —.
r \ or2 " r or or?
Hence, we have
1 (9%
; 37(7'14) = Au. (33)
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Let v = ru. Then we obtain the general solution

92 5

IV o

or?

= v = C; sinh(v/Ar) + Ca cosh(v/Ar) (34)

=u= %(Cl sinh(v/Ar) + C; COSh(ﬁV))’

where Cj and C are arbitrary constants, and this applies to odd dimensions. Further applying
the BCs, we can solve this equation

R sinh(v/Ar)

c(r,t) =cp p 7sinh(«/xR).

(35
Step 2: Construct the pressure p
We have the PDE for the pressure p:

1
— —8,(r*8,p) = Goc for r <R,
p
p=0 for r > R,
(36)

dR_ 5, p(R)
dar rP ,

9,p(0) =0,

and we can use c¢(r, t) from (35) for r < R obtained from Step 1.

We can combine the equations of the concentration (c¢) for » < R(¢) and the equation of
the pressure (p) for r < R(t), done similarly to Sect. 2, to obtain the Laplace’s equation for
u=p+ %c as shown in (7), we have

d®u  2du
— 4+ -——=0. 37
dr? + rdr 37
This is a Cauchy-Euler (CE) equation, and thus we plug in the trial solution # = r*, which
gives
u=A1(R)+ Ax(R)r !, (38)
where A1(R) and A, (R) are arbitrary constants. Since we require ¢, p to be bounded at the

origin, A (R) must be zero, so u must be constant in space, u = Aj(R).
Then we can apply the BCs from (49), and determine the constant to be

Gy Go
pr=R)=Ai1(R) - - B = 0 = A(R) = — ¢B- (39
Therefore, we derive the final solution for the pressure p for the in vitro model:
G R sinh(+/2
pir 1y = 9068 (y _ Reinh(VAn) ) (40)
A r sinh(v/AR)

Step 3: Construct the boundary velocity
Substituting the solution for p derived in (40) into the boundary velocity equation as in
(9), we get the boundary velocity for the 3D spherically symmetric in vitro model is

dR ( 1 cosh(v/AR) )

AR /A sinh(+/AR)

— = Gocp

dr “D
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4.2 3D Spherically Symmetric Solution for the in Vivo Model

Step 1: Construct the concentration ¢
The equations for concentration in the in vivo model can be described as (2.31) in [10]

1

— —0,(r*3,¢c) + 2c =0 for r < R(1),
g (42)

— —0,(r*d,c) =cp —c for r > R(t).
;

We solve the above two equations and then apply the BCs, which ensure the continuity of
both ¢ and 9, ¢ at R(t)

DR, 1) = (R, 1),
c (_ ) =c?(R,1) 43)
3¢ (R, 1) = 8,¢O(R, 1)
and we get
o1 = [epao® sinn V) L O, 1) for r < R(), (44)
c(r,t) =
csbo(R)e™ +r)/r & e@e 1y for r > R(1),
where ag and by are given by
(R) R+l (45)
a = ,
0 V cosh(vVAR) + sinh(v/AR)
/A R cosh(+/AR) — sinh(+/AR)
bo(R) = — (46)

—R(v/Acosh(v/AR) + sinh(vVAR))

The concentration for r < R(¢) in (44) is clear with the same form as (35), so we will not go
into details. However, for the concentration when r > R(t) as specified in (44), our analysis
begins with the second equation of the in vivo model for regions where r > R(t), as described

in (42):
18 [ ,oc
_ ) = —c. 47
r28r<r 8r> B¢ 47

This equation simplifies upon substituting v = rc, which isolates the spatial component and
transforms the PDE into an ODE:

1d%v v
———=cp— —. 4
r dr? B r (“48)
Considering the homogeneous part first:
d%v _
dr2
Assuming a trial solution v = e*", we find

s’ =" = P2=1 = s=+I.

Thus, the general solution for the homogeneous equation is

Vhom = Bi€ + Bre™".
Considering the requirement that ¢ must be finite as » — oo, we set B = 0, giving us
Vhom = Bze™". Transforming back to ¢, the homogeneous solution is cpom = Boe™ /r.
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Introducing a constant solution ¢ = c¢p for the particular solution and combining, we have

Bye™"

+cp.

Renaming B, as by, the solution for » > R(t) becomes

), r = R(@),

which give us the concentration for » > R(¢) in (44).
Step 2: Construct the pressure p
We have the PDE for the pressure p:

c(r,t) =cp (

1
——8r(r23rp) Goc for r < R(1),

—0 for r > R(1),
dR (49)
5 = _8VP(R)5
9-p(0) =0

as in (49), and we use the solution for the concentration c as in (44) and (45).
We arrive at the Laplace’s equation foru = p + %c, done similarly to Sect. 2, as shown
in (7):
d*u  2du

— =0. 50
dr2 rdr (50)

This is a CE equation, and using the same approach as in (38), we derive the general solution
for the pressure p = Bj(R) — Z%c. We then apply the BC:

G G
pr=R) = Bi(R) = —2c(R) = Bi(R) = —“cp =0
- 51)

— BI(R) = GoCBao(R) sinh(VAR) = GOCB

Therefore, the solution for the pressure p for the in vivo model is

G G R
plr.) = Bi(R) — ~2c = 20 “O; )

- . (sinh(v/AR) — sinh(v/Ar)), (52)

where ag is shown in (45).

Step 3: Construct the boundary velocity

Substituting the solution for p we derived in (52) into the boundary velocity equation as
in (9), we get the boundary velocity for the 3D spherically symmetric in vivo model:

dR _ Gocp R+ 1 AR cosh(v/AR) — v/Asinh(+/AR)
dt A R? acosh(WAR) + +/Asinh(VAR)

Following (41) and (53), we plot the comparison of the tumor evolution speed for in vitro
and in vivo models as shown in Figs. 6 and 7, where we can observe that the tumor in the in
vivo model is growing slower than the in vitro model.

(53)
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Fig.6 3D in vitro tumor evolution (41)
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Fig.7 3D in vivo tumor evolution (53)

4.3 Stability of 3D Spherically Symmetricin the in Vitro Model

Building upon the nutrient concentration PDEs outlined in (10), we now extend our analysis
to the spherically symmetric 3D scenario:

—V2e(r,0,¢, 1)+ rc(r,0,¢,1) =0 in D. (54)

The 3D Laplacian in the spherical coordinate (r, 6, ¢) is

2 1 1 1
2. .
Ve =c¢ppr + ;cr + ) [rnze%d’ + o (sin 009)9] . (55)
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The spherical harmonic function plays an important role in the 3D stability analysis. The
spherical harmonic function of degree ¢ and order m is given by

2041 (€ —m)! :
+1E—m! P/"(cos 0)e™®. (56)

Yo, ¢ = 4 (L +m)!

Here, ¢ can take on any noninteger values, and for each value of ¢, m can range from —¢
to £. P}"(cos 0) represents the associated Legendre polynomial. Note that m = 0 mode cor-
responds to the unperturbed, spherically symmetric scenario. The stability analysis includes
all modes, thereby generalizing to cases where m = 1, 2, 3, - - - . Consequently, this analysis
involves the associated Legendre polynomial P;"(cos6).

Recall the asymptotic expansions for the perturbed solutions ¢ and p after extending our
analysis to three dimensions:

{ Er 0,¢,1) =cor, 1) +8¢1(r,0,¢,1) + 0(8?), 57)

p(r.0,0.1) = po(r.t) +8p1(r. 0, . 1) + 0(5>).

Here, co(r,t) and po(r,t) are the leading-order solutions in the spherical coordinates
(r,0, @), as we obtained in Sects. 4.1 and 4.2. These solutions describe the unperturbed,
spherically symmetric case and depend only on the radial coordinate r and time ¢. The terms
¢1(r,0,¢,1) and pi(r, 0, ¢, t) represent the first-order terms, which include the additional
angular dependence on 6 and ¢ due to the introduced perturbations.

Consider the concentration ¢ (r, 6, ¢, t) in the 3D spherical tumor model after perturba-
tion. By applying separation of variables, we can express ¢ as a sum over radial functions
and spherical harmonics, which respectively capture the radial and angular dependencies:

00 4
G=Y > cumr, DY, ). (58)

=0 m=—¢

Here, ¢4, (7, t) represents the radial component of the concentration and depends only on
the radial coordinate r and time . The Y, (9, ¢) are spherical harmonics as introduced in
(56), reflecting the dependence of the solution on the angular coordinates 6 and ¢. Based on
this separation of variables from the linearized equation at O (8), the BCs allow us to drop all
0(8?) and smaller terms, which considerably simplifies the expansion. Therefore, for clarity
and simplicity in the following discussions, we will use ¢ to represent c1¢,, (1, t). It is crucial
to note that this representation of ¢ differs from the ¢ (r, 6, ¢, t) obtained in the asymptotic
expansion discussed in (57).

Based on the BC in (10), and evaluating the perturbed solution at the perturbed boundary
point as in (21) using the asymptotic expansion in (57) after the separation of variables in
(58), we have

drco(R(), 1) +c1(R(1), 1) = 0. (59

Step 1: Construct the concentration ¢
The 3D Laplacian is therefore

2
V2E1(r, 0, ¢,1) =) Y (0, ¢) + (e ¥{' 0, 9)

c1|: 1 0%Y"0.9) 1 ae(sinean (9,¢>)>]

72 | sin20 324 sin® A
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where ¢ on the right-hand side is the radial part c¢,, (r, t). Substituting (56) into the above
3D Laplacian in the spherical coordinate, and since

d . dc . 14 m
- <sm9@> - (u sinf — ﬁ) Y6, ). 61)

where i = £(¢£ + 1) and y = m?. Following these, we have

2
V21 (r, 0, ¢) =(c)r Y0, $) + ~(er¥{' 0, 9)

cl 1 2 om 1 . y ) m
— —-m°)Y," (0, — - 0+ —) YO,
* r2 (sinzé( mOY 6. 9) + sin @ ( psing -+ sing/ "¢ ©.¢)

2 1 m
= <(Cl)rr + —(c)r — 7@) Yg 0, ).
r r

(62)
Therefore, plugging (62) into (6) gives us
—Vie+re=0
2 m ) ym m _
= =\ €+ 2le)r = 701 | Y70, 6) +her Y, (0, 6) =0 (63)

= r2(c)pr 4 2r(c1)y — i + ey =0,

where = £(£ + 1), and since the standard form of the modified spherical Bessel equation
of order n is

d? d
22 oY 2 ham+ 1))y =o. (64)
dx? dx
‘We can convert
() +2r(c1)r — r? + e =0 (65)

to the standard form by change of variables, namely, c1(r) = y(z)/+/z with z = V/Ar.
Therefore, the solution to (65) is

(@) = C1ly(z) + C2Ky(2), (66)
where w = ¢ + % Since the solution is bounded at z = 0, which sets C, = 0,

Cilgy (VAr)

ci(r) = (67)
«/Xr
Given the BCs:
9-co(R(1), 1) + c1(R(1),1) = 0. (68)
Thus from (68) and substituting in the derived result for cp from (35), we obtain
Acosh(~/AR
(R, 1) = — BYRcOhAR)
sinh(vAR)
By using the BCs in (59), we have
3 cg~/h cosh(v/AR) _c IH%(«/XR). )

snh(VAR) | JJAR
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Therefore, for the in vitro model, we have the concentration inside the tumor:

I 1(V4r)
c1(r, 1) = cpay(t) ——— (70)
Ar
and the leading-order term cq(r, t) for this case is given by (68). Rename C; as a;, and we
have
& cosh(vVAR)VAAR
aj(R()) = —— . (71)
sinh(VAR) [y, 1 (VAR)
The concentration outside the tumor is the constant cp.
Step 2: Construct pressure p
The PDE for the pressure p is
—V2pi(r.0.¢,1) = Goci(r, 0, ¢,1) in D(1) (72)
with BC
9 po(R(), 1) + p1(R(1), 1) = 0. (73)
Since — V¢ (r, 6, ¢, 1)+ rei(r, 6, ¢, t) =0, meaning that c; = %Vzcl, therefore
= V2pi(r.0,¢.1) = Goc1(r. 0, . 1),
(74)

G
— V2p1 — TOV%I =0.

Then we substitute the Laplacian in the 3D spherical coordinate for the pressure p, combining
the pressure and concentration equations as in (7), which gives us the Laplace’s equation for
uy = p1+ %cl. Since we have the Laplace operator after perturbation as in (62), we have

e d
288 0 M e+ Dy = 0. (75)

g dr? dr

This is in the CE form, and has the general solution
u=Hir' + Hor™". (76)
Since the solution is bounded, hence we get
U= H1(R)r€. 77

We then apply the BCs in (73), and substitute pg as in (40), and we obtain

Gocg 1 Acosh(~AR)
Pi(R, 1) = —t—F. (78)
A R sinh(v/AR)
Since p; = u; — Gocy /X, we have
¢ Go
Pi(R, 1) = HIR" — TCl(R), (79)

where c1(R) can be derived by plugging » = R into (70) with (71).
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We combine (78) and (79), and substitute (70) for ¢;(R(2), t) in the above equation to
solve for H{(R), and we get

Hi(R) = R |:(RG()CB sinh(WV/Ar) RGocp cosh(ﬁr)> Go <cB\/Xcosh(«/XR)>i|
1 = —_—— _

P23 sinh(vVAR)  r</Asinh(VAR) Py sinh(vVAR)

G inh(+v/AR G
o Hy (R = gt ((GOCBSIMVAR)) iy (LCB) . (80)
2 sinh(v/AR) A
We then substitute (80) into (79), and we get the solution for p;:
.0 Gocs rt N VA cosh(vAR)VR I@L%(\/X") -
pi(r,t) = — -
A REL T sinh(VAR 1 (WAR) T
Step 3: Construct 5! %
From the previous perturbation analysis we have the evolution function
148 2
571 = =07 po(R. 1) + 0 pr(R.1). (82)

_ Gg 1 cgRsinh(v/AR)

We substitute po(R) = —3° S (/AR

+ % and p; as in (81), so we get

_ds RepGol, \(VAR)R™I = sinh(VAR)R™* 30/

dt A3/2R7/2sinh(VAR) I, l (VAR)
RepGoly, | (VAR)QVAVR + 332 R3) sinh(VAR)

AR sinh(VAR) L, 1 (VAR)
2RepGoly, | (VAR) cosh(vAR)ARY? (83)
A32RIZ sinh(VAR) Ly, 1 (VAR)
(—=r(€+ 1)1“%(\/@%) + IZ_%(\/XR)A3/2R)R5/2 cosh(v/AR)
2)3/2R7/2 sinh(VAR) Iy, 1 (VAR)

_|._

G 0, R).

Step 4: Boundary stability analysis

The goal is to determine the sign of the evolution function ! %, and then determine the
stability of the tumor boundary. By substituting the asymptotic expansions for the modified
Bessel functions and the hyperbolic functions as in Appendix A, we arrive at (111) in Sect. 5,
which are summarized as Corollary 1 and indicate the negative sign of the evolution function
in the 3D in vitro scenario. From Figs. 8, 9 below, we can also see that the evolution function
87145~ 0 is always true, meaning that in the 3D in vitro model, the perturbation will

dr
degenerate and the tumor boundary will always become stable.
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4.4 Stability of 3D Spherically Symmetric in the in Vivo Model
The PDEs for the 3D in vivo problem is

— 2, 6,0+ 2P, 0,0) =0,

(84)
— V2,0, 0) 4+ (r, 0,1) =0
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with the solution of the concentration (CY) (0, 1)) bounded everywhere, the BCs and ICs:

(00, 1) =0,

A (R@), 1) =" (R, 1),

3\ (R(1), 1) = 8,¢\” (R(1), 1),

2 (R1), 1) + 8,V (R(), 1) = 82l (R(1), 1) + 8,¢\” (R(1), 1).

(85)

Step 1: Construct the concentration ¢

For the in vivo model, the idea is to plug the expansion as in (58) into (84), where
nw=LL+1,y = m?2. The construction for the concentration inside the tumor ¢ (r, r)
is exactly the same as that in the in vitro model when solving c(r, t), and thus we skip the
construction of ¢ (r, r) and arrive at the general solution

Ip 1 (Var)
Var

D n=c (86)

Then we consider the concentration outside the tumor ¢ (r, 1) governed by the second
equation in (84) and since we have V2c((r, 0, ¢) = r2(cl),, + 2r(c2), — pcy as derived in
(62), we get

2
2 m " Y m i
= [r (cDrr +2r(c1)r — (T s T2 Zane T 1) C1:| Y/ 0,¢)=0
= r2(c)pr 4 2r(c1)r — (F2 4 e =0, (87)

where u = £(£ 4 1), and since the standard form for the modified spherical Bessel function
is as in (64), and we can convert (65) to the standard form by change of variables, namely,
c(r) = y(r)//r. Therefore, the solution to the governing equation for concentration outside

the tumor is 1) -
v(r K,(r
7_1_( s

T 4 JT

where v = £ + % as before. Since [, blows up when r — oo, C3 = 0, and the general
solution becomes

1) = Cs

(88)

Ky (r)
N

Then we apply the BCs as in (85) to get the constants Cy, C4 and write in a consistent form.
Hence, for any k € Nt we have

D) =Cy

(89)

D 1) (t)71[+%(ﬁr) for r < R(t) (90)
Cc r, = Cpa or r N

: o \/ﬁ

() — crb K”%Lr) for r > R 91
¢, (r,t) = cgbi(t) NG or r = R(1). (C2Y)]

Recall that the leading-order terms c(()i)(é ) and céo) (&) are given by (44) and (45). Then
applying the BCs (85) yields
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(R + DA*? = /A sinh (VAR) + cosh (VAR) RV (VAR YK, 1 (R)

ai() = #RC(R)

92)
2(((R + DA% — /1) sinh (vAR) + cosh (vVAR)RM I, 1 (VAR)
bi(t) = 5 s , (93)
C(R)
where
. Keyy (R)
C(R) = (v/x cosh (v/AR) + sinh (vVAR)) Ky_1(R)R — # IH%(«/XR)

4

+RI,_1 (VAR)K 1 (R)(cosh (VAR)A +sinh (VAR)V).

Step 2: Construct pressure p;
By now, ¢ (r, t) is determined, therefore, ¢ (r, 6, ¢) is also determined. Then, by solving
the equation for the pressure p:

—V2pi(r,0,¢,1) = Goci(r,0, ¢, 1) in D(t) (95)

with the BC
9 po(R(1), 1) + p1(R(1),1) =0, (96)
and expansion p1(r,6,t) = p1(r, )Y, (6, ¢) and po given by (52), we can solve for p;.

Specifically, since —Vzcl(r, 0,¢p,t) + rci(r,0,¢,t) = 0, meaning that ¢c; = %Vzcl,

therefore
—V2pi(r.0,¢.1) = Goc1(r, 0, ¢, 1),

G o7
— V2p1 — Ivzcl =0.

Then we substitute the Laplacian in the 3D spherical coordinate for the pressure p, combining
the pressure and concentration equations as in (7), which gives us the Laplace’s equation for
uy = p1+ %cl. Since we have the Laplace operator after perturbation as in (62), we have

d2u, du
2

2r—— — =0. 98
dr? R dr i ©8)

This is in the CE form, and has the general solution #; = D; (R)re + DQ(R)r’Z, since the
solution is bounded at the origin, D>(R) = 0, and we have u; = D (R)rt.
By applying the BCs and substituting pg as in (52) and ag given in (45). Therefore,

P1(R(1), 1) = =3, po(R(1), 1)
_ Gocp R+ 1 AR cosh(vAR) — v/isinh(vAR) 99)
& R )cosh(VAR) + VAsinh(VAR)
and since p1(R,t) = u1(R) — Goc1/X, we have

pi(R.1) = Di(R)R" — %clm). (100)

We combine (99) and (100), and substitute (90) for cY)’l(R(t), t) in the above equation to
solve for constant D (R). We get

Gocs [ R+ 1ARcosh(vVAR) — v sinh(VAR)  ay lext (VAR)

Di(R) =
1R A Rt 3 cosh(V/AR) + /A sinh(v/AR) TR VAR

. (101)
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where b is shown in (93).
We then substitute (101) and (93) into (100), and we get the solution for p; for the in vivo
model

Gocs | [ R+ 1 AR cosh(VAR) — vasinh(VAR)  ay lex) (VAR

(1) = — |
n A R 3 cosh(VAR) + +/Asinh(VAR) — RY  / /iR
ol Iy 1 (VAR
VAR
(102)
where a; is shown in (92).
Step 3: Construct 5! %
Since we have the expression for the evolution function 8! g—f:
_14s 2
57 = —(@po(R.1) + 0,1 (R.1)) (103)
with
—Gocg [ ag(R) sinh(v/Ar ao(R) sinh(vVAR
po(r. 1) = 008 0(R) sinh( )+ 0(R) sinh( ) 7 (104)
A r R
where ag is constructed in (45), and p; is constructed as in (102).
We substitute them into (103), which gives us
148 Ty ger
§7'— = = = My, ¢, R), 105
AP 2( ) (105)

where
Ti = — Gocp(—2R(BR + 372 + V(R = 2)(E + /K, 1 (R)

—2(R(R—€/2 = DA = VAl +2)(R —2)/2)(R + DK,_1(R)
- cosh (WVAR) — 2sinh (VAR)(R(£ + 1/2)((A% + 30 R + A2 — DK 1 (R)
+ (2 + MR =20 + DR + (+ DU+ )R+ DK,_1 (R)/2)
ccosh (VAR)" + 2R(QR + 2232 + Vi(R = 2))(¢ + /DK 1 (R)
+2(R*A3? — VAt +2)(R —2)/2)(R + DK,_1(R))cosh (VAR)
+2sinh (VAR)(R(E + 1/2)(AR + A = DK, 1 (R)
+ K,y (YR + D(R*A+ €+ 2)/2),, | (VAR)
1y (ER)R® + (E+ 2R + £+ 2((=2 + (1 + D) cosh (VAR)'

+2sinh (VAR (R — 1/2)232 — V/3/2) cosh (VAR)®
— A(R — 2) cosh (v/AR) + sinh (\/XR)«/X)KH% (R) (106)
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and

T> :«/XR3K€+% (R)(cosh (v/AR)A + sinh (x/XR)\/X)Ie_% (VAR)
+ 1,1 (VAR K,_ 1 (R)(Wh cosh (VAR) + sinh (VAR))) (107)
- (cosh (WAR)A + sinh (VAR)vV/A) (V% cosh (vVAR) + sinh (VAR)).

Step 4: Boundary stability analysis

We have the evolution function as in (105)—(110). To determine the sign of the evolution
function, we can substitute the asymptotic expansions of the modified Bessel functions and
the hyperbolic trigonometric functions whenr — oo andr — 0. Specifically, in our analysis,
we first substitute the given asymptotic expansions into the evolution function. This step is
followed by simplifying the expression and arranging the terms in the descending order of
powers of R. For the case when r — oo, we focus on the highest power term of R due
to its dominance in the evolution function for large R values. We extract its coefficient as
the key term. Conversely, when r — 0, the lowest power term of R becomes significant.
Here, we isolate this term from the evolution function after the substitution of the relevant
asymptotic expansions and retrieve its coefficient. This analysis clarifies the behavior of
the evolution function near zero and infinity, pivotal for determining the tumor boundary
stability; a negative evolution function denotes the stability, whereas a positive evolution
function indicates the instability. The results of this will be shown in Sect. 5.1.

5 Results and Discussion
5.1 Results for 3D Tumor Model

Theorem 1 In the three dimensions, given the growing rate Gy > 0, background concentra-
tion cg > 0, nutrient consumption rate . > 0, and perturbation degree £ and order m of
the spherical harmonic function Y| (0, ¢) as in (56). If the radius of the tumor is around R,
where the corresponding unperturbed tumor has radius R, the evolution function 5~ % for
the in vitro model is given by (83):

L ds ReGol,,  (WAR)R! = sinh(VAR) R 3 £4/3,
dr AR sinh(VAR) Ly, 1 (VAR)
RegGoly, 1 (VAR)(2VA/R + 23/2R5/%) sinh(V/AR)
AR sinh(VAR) L, 1 (VAR)

+

2RcpGoly, 1 (v/AR) cosh(v/AR)AR3/?
A32RT2 sinh (VAR 1 (VAR)
(=€ + DIy (VAR) + Ip_y (WAR)AMZRYR? cosh(v/AR)
2)3/2R7/2 sinh(vAR)1, i (VAR)

Mo R
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and for the in vivo model, it is given by (105):

ds T
57 = 7; My, L R), (108)

where
Ti = — Goc(—2R(BR +2)23? + VA(R = 2))(£ + /DK, 1 (R)
—2(R(R = £/2= DAY = VAU +2)(R = /DR + DK,_1 (R)
-cosh (VAR). — 2sinh (WVAR)(R(E + 1/2)((A> + 3R + 22 — DK 1(R)
+ (A2 +W)R* =20 +2)R+ (h + (€ +2))(R + DK,_1(R)/2)
. cosh (\/XR)Z + QR(QR + 22X + VA(R = 2))(€ + /2K, 1 (R)
+2(R*A? = VA +2)(R = 2)/2)(R + DK,_1 (R)) cosh (VAR)
+ 2sinh (WVAR)(R(£ 4+ 1/2)(AR + A — DK 1 (R)
+ Ko 1 (R)(R + D(R*A+ €+ /)1y, (VAR)
+ 1, 1 WAR)Y(R? + (€ + DR + £+ 2)(A(=2+ (A + DR) cosh AR)’
+2sinh (VAR)((R — 1/2)232 — V/3./2) cosh (VAR)”
— MR —2) cosh (VAR) + sinh (VAR K, 1 (R)
(109)
and
T :«/XR3KZ+% (R)(cosh (v/AR)A + sinh (\/XR)\/X)IZ_% (VAR)
+ 1, 1 VAR K,y (R)(Wh cosh (VAR) + sinh (VAR))) (110)
- (cosh (VAR) + sinh (VAR)v/2) (VA cosh (VAR) + sinh (VAR)).

Note that the scaling parameters G, cp > 0 do not influence the quantitative behavior of
5! %. Also, in our analysis, the wave number m is canceled out in (62). This is reasonable,
considering that although m primarily specifies orientations or symmetries, the fundamental
characteristics of the solutions are predominantly determined by the parameter £. This is due
to the dependency of m on ¢, as indicated by the relationship —¢ < m < £. Essentially, it is
the wave number ¢ that plays the central role in defining the nature of these solutions. For
the in vitro model, we will show that M/ (%, £, R) is always negative, where they are shown
in Figs. 8 and 9. For the in vivo model, fix the values of Go, cp > 0, M2(A, £, R) is plotted
in Figs. 10, 11, 12, 13, for a different choice of A and perturbation parameter ¢. Based on the
expression of 87! % for the two nutrient models and the figures, we establish the following
remarks.

Remark3 M;(A, 1, R) = M(x, 1, R) = Oforany A, R > 0, since the model 1 perturbation
corresponds to a trivial translation instead of the change of the boundary geometry.

Remark4 When 0 < A < A™(¥), fix any degree ¢ < 2 and order —¢ < m < ¢ of the
spherical harmonic function Y;" (0, ¢) in the perturbation, M1 (A, 1, R) is always negative
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Fig. 11 3D in vivo, Go = 1, cp = 100, A = 100, ¢ = 8, 10, 12, 14, 16, 18,20, R € [0, 1]

and monotone increases in R (see Figs. 10, 11, 12, 13). From a physical perspective, when
the nutrient consumption rate A is relatively low, the perturbation amplitude will continue
to decrease to zero, where A*(£) is the threshold of A, and may be dependent on the wave
number €. This means that the tumor in this range will always evolve from an irregular shape
to a regular shape like a sphere (with a larger size).

Remark 5 For the regime A > A*(£), we have the following.

i. There exists a threshold R*(¢) such that Fo(A,1,R) < O for0 < R < R*(¢), and
F>(A, 1, R) > 0for R > R*({) (see Figs. 10, 11). This means considering the degree £
and the order m, and assuming the nutrient consumption rate is significant, the pertur-
bation amplitude will degenerate for tumors with a small radius, and increase when the
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Fig.12 3D in vivo, Go = 1,cp = 100, A = 1.0, £ = 8, 10, 12, 14, 16, 18, 20, R € [0, 50]
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Fig.13 3D in vivo, Go = 1,cp =100, A = 0.8, ¢ = 8, 10, 12, 14, 16, 18, 20, R € [0, 50]

tumor boundary exceeds the threshold radius (R*), namely, the tumor will evolve from
an irregular shape to a circular shape before the threshold radius R*. Then it will continue
to evolve after R*, but from a spherical shape to an irregular 3D shape.

ii. Fix a proper value of Ry, there exists £y such that M>(A, £, R) > 0 for ¢ < £ and
My(A, ¢, R) < O for £ > {¢ (see Figs.10, 11), which implies that when the tumor
size is around Ry, the perturbation of the lower degree £ is easier to become unstable.
However, the value of order m is canceled in (62), and thus the threshold of tumor radius
is independent of the order m.

iii. With the size of the tumor expanding, R(¢) exceeds more threshold R*(¢€), therefore the
corresponding degree ¢ perturbation becomes unstable successively.
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Fig.15 3DinvivoA =1.1,¢£=2,4,6, 8, 10, 12, 14, R € [0, 150]

We hypothesize that there exists the threshold A* between 1.0 and 1.1, as shown in Figs. 14
and 15, since the evolution function remains negative when A = 1.0 as in Fig. 14 and start

going above y = 0 when A = 1.1 as in Fig. 15.

Remark 6 Compared with the PME model (1), the incompressible limit model (5), (6) can
also be seen as the sharp interface model. The rigorous analysis of such the incompressible
limit is hard in general, and one can find [16-20, 26] as references. Unfortunately, due to
the complicated nature of the analysis, currently, there is no direct evidence showing that we
could find the relation between these two models in the sense of the boundary stability.



Communications on Applied Mathematics and Computation

Corollary 1 Fix Go > 0 and Cp > 0. Forany > > 0 and £ > 0, M1 (A, £, R) for the in vitro
model is given as

—10¢¢ —1)
Mi(A,¢,R) ~ ——— =+ O(R) as R ~ 0,

3
111)
207 R (
1[ ] i 4+ O(1) as R ~ <.
C+1) (-3 — 30+ 35)¢

Therefore, Mi(A, £, R) < 0as R — 0and as R — oo, thus M1(A, £, R) < 0 always holds,
since £ > 1is always true. This indicates that the perturbation amplitude always decays for
the in vitro model. Furthermore, for the in vivo model, we can infer from the figures that the
Sfunction My (A, £, R) is always negative as R ~ 0, and is positive as R ~ 00. The existence of
the threshold can be shown by the intermediate value theorem, where the function My (1, £, R)
must intersect the horizontal axis, changing the sign from negative to positive. This implies
that the tumor boundary will change from stable to unstable. Note that the threshold A*(£)
may also depend on the degree € as the perturbation parameter of spherical harmonics Y|".
These can be seen more clearly in Figs. 10, 11, 12, 13. In order to determine the critical
threshold value 1*(£), we expect to substitute the asymptotic expansions of modified Bessel
functions and hyperbolic functions into the evolution function as in (105). The focus will be
on the coefficient of the highest order term, as it dominates the behavior of M2 (X, £, R). By
setting this leading coefficient to zero, we can ascertain the value of A* that induces a sign
transition in My (A, £, R). This transition, from negative to positive in the evolution function,
marks the critical point where the stability of the tumor changes.

Mi(h, £, R) ~

5.2 2D and 3D Results Comparison

In our comparative analysis of 2D and 3D tumor growth models, as initially discussed in [10]
and summarized in Sect.2, we gained further insights into the tumor boundary stability in
different dimensions. In summary, the 2D and 3D models are essentially the same, and they
both exhibit similar divergences between the in vitro and in vivo models. Particularly, for
both the in vitro 2D and 3D models, the evolution function consistently remains negative,
indicating stable tumor boundaries.

For both the 2D and 3D in vitro models, the evolution function remains negative (indicating
stability) when the consumption rate A is below the threshold A*, where A* = 1 for the
2D model. Further investigation is required for the 3D model. When the rate exceeds this
threshold, symbolized by A*, the function transitions from negative to positive, suggesting
a shift from stable to unstable tumor boundaries. The threshold of the evolution function A*
in the three dimensions, and its possible dependence on the wave number ¢ will be further
studied and compared with the 2D scenario, beyond Figs. 14 and 15.

The stability of tumor boundaries is thus determined by the sign of the evolution function: a
negative evolution function indicates stable boundaries, whereas a positive evolution function
signals instability. This distinction is crucial for understanding the dynamic behavior of the
tumor growth in different dimensional models, and the difference in 2D and 3D in vivo
models marks the significance of our work.
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6 Conclusion

In conclusion, this study leverages numerical methods to validate and extend the analytical
results presented in [10] concerning 2D tumor PDE models and the boundary instability.
By reconstructing and analyzing the main findings in [10], we successfully expanded these
concepts into a 3D context. This extension is particularly significant as it offers a more
applicable and insightful perspective on the tumor behavior, especially regarding its instability
and potential malignancy. A key aspect of our approach is the combination of numerical
simulations with analytical methods. This dual approach not only enriches our understanding
of the tumor models but also serves as a cross-validation mechanism, ensuring the robustness
of our findings.

During our research, we encountered two notable challenges in the numerical simulations,
both of which provided significant insights. The first challenge arose when comparing the
numerical tumor radius (R) over time against the analytical speed (o) over time in [10]. The
direct time derivative of numerical R data amplified errors, leading to impractical comparison
results. We addressed this by integrating the analytical o —¢ data for direct comparison with the
numerical R(¢) data, thereby minimizing error margins and aligning closely with analytical
predictions in [10]. The second challenge involved the instability encountered in the ADI
method when separately solving the reaction-diffusion equations for the tumor density # and
the concentration c¢. Although the implementation of the ADI scheme was straightforward,
its weakly decoupled system lacked the stability required for varied parameter inputs. To
overcome this, we explored multiple splitting approaches within the ADI method, ultimately
adopting the most stable splitting scheme.

In our final analysis, we examined the 3D in vivo evolution function by plotting it against
various values of £ and A. This led us to hypothesize the existence of a threshold, A*(¢),
which may or may not be influenced by the order £. We observed that the evolution func-
tion remains negative for A < A*(£), and transits from negative to positive as A exceeds the
threshold A*(€). We propose that A*(£) could be determined using a methodology akin to
the asymptotic analysis presented in Corollary 1, and the boundary stability analysis in Sect.
5.3 in [10]. However, due to the limitations of numerical tools like Maple or Mathematica,
currently, it is hard to find the explicit formation of A*(£). We save such formation for future
studies. Moreover, our intention encompasses extending beyond the current scope of the linear
stability analysis, which primarily focuses on the perturbation cos(m¢) in the two dimen-
sions and Y;" (6, ¢) in the three dimensions. Our planned trajectory involves incorporating
nonlinear terms, aligning with our prospective research objectives.

Supplementary information Relevant code are available at: https://github.com/JiaqiZhang988/
Tumor-Growth-PDE-Model-Relevant-Code

Appendix A 2D Numerics
A.1 Numerical Methods Introduction
To implement our numerical scheme in the 2D model, we describe the W function for the in

vivo regime as

Apc inside tumor (p > 0),

Ve = { — (cg —c) outside tumor (p = 0). (Ab
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Combining these, we define an H (p) function to represent the function W (p, ¢) in numerical
simulations, where

V(p,c) =—(cp —c)+ (Apc + (cp — ) H(p), (A2)

and we define the function H (u) using the hyperbolic tangent function

0 if p <0,
HO =\ anhip) if p > 0
. ’ (A3)
, 0 if p <0,
H(p) = 2 .
ksech“(hp) if p >0,

where k is a constant, and the bigger the k is, the narrower the smooth part of the step function
is. Including the hyperbolic function with the constant k gives us an approximation of the
smoothed step function and helps us avoid the sharp change of the step function when using
the indicator function 1, thus avoiding some problems brought by the steep step function in
the numerical process.

A.1.1 2D ADI Model

The general PDEs for the 2D reaction-diffusion system based on (1) and (2), after rewriting
the PME part (with power u¥), we have

= —— (PN ax + (O + Gocp,
k+1 (A4)

1
Cr = ;(Cxx +cyy — Y(p,c)).

Pt

Therefore, using finite difference and rewriting the discrete points above as p; 11, j, below
Pi—1,j to the right p; ;11 and to the left p; ;1 of the center point p; ;, where i is the index
in the x direction, and j is the index in the y direction, same applies to c.

We have the discretized version of this 2D reaction-diffusion system

k+1 K+l k1 k+1 k1, k1
Pij—Pijold Kk Pija1 200 TP N Pig1 =20 el
At k+1 Ax? Ay?
+G00iﬂi, (AS)
Cij = Cijold 1 (fcijt1 =26 +cij-1 AN 2¢i,j +ci-1,j
At T Ax2 Ay?
1
- =¥(pi, ¢,
T

where p. and p. o1q represent the u(x, y, t) values of the i, jth discretized grid points at the
current time and the previous time, respectively. We then multiply both sides by A¢, move
all terms to the same side, and use them as the functions where we apply Newton’s method
to find its zeros.

The IC for the density u takes the 2D axisymmetric form of the similarity solution of
PME:

p(t=0,r) = r(t + 1)ﬁ)2>z (t + 1T, (A6)

(1 __k
Ak + 1)
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The IC for the concentration c is the constant cg = 0.1 in this 2D case. The BCs we used
are still Neumann BCs at both ends of the x and y directions, that is

| _o ose|  _o o w| _, B _,
x| —o ’ x| .—o ’ 0x | —r ’ 0x | —r ’
ay y=0 ' 8_)1 y=0 ' ay y=R ' ay y=R

The parameters remain the same as the 1D scenario, namely, the growth constant Go = 1,
the consumption rate A = 0.5 (involved in W term), and the characteristic time scale of the
nutrients evolution T = 0.1, and the constant for the approximated smoothed step function
k=>5.

A.1.2 2D Axisymmetric Model

We also consider the 2D axisymmetric model for comparison. Since the Laplacian for 2D is

19 k+1
A=-P <ra('° )) , (A7)
r or ar

thus the general PDEs for the 2D axisymmetric model are

k1dp <r3(p"+1)

- % G
o kT 1rar or )+ 0ep:

() g
Ct_‘l:(rar(rar B 'O’C)'

Therefore, using the finite difference method and denote u at the center point as p; with the
discretization steps Ar and At, we have

(A8)

pi—piod k1 [(n+0.5Ar>(pm ot i = 05An (! - pfjll)}

At T k4 1rAr Ar Ar
+ Gocipi,
¢i—¢Ciod 1 1 [(ri+05Ar)(civ1 —ci)  (ri —0.5Ar)(¢ci —ci—1) 1
—_— = - - =W(p;, i),
At T riAr Ar Ar T
(A9)

where p; and p; o1q represent the u(x, t) values of the ith discretized grid point at the current
time and the previous time, respectively. We then multiply both sides by Az, move all terms
to the same side, and use them as the functions where we apply Newton’s method to find its
Zeros.

The IC for the density u and the concentration c is the same as the 2D ADI model, and
the parameters are also the same. The BCs are the same, where we have Neumann BCs on
both ends:

ap _ dc -

ar lr=0 - 5 r=0

9p ~ 3¢ ~ (A10)
orlr=k orlr=r
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A.2 Numerical Methods Implementation
A.2.1 2D ADI for PME

In this section, we follow the ADI scheme introduced in [28] to solve the 2D PME and the
reaction-diffusion equation systems in [ 10]. Specifically, we use the approximate factorization
and numerically solve the 2D nonlinear PDE problem by solving the 1D nonlinear problem
twice, namely, first in x, and then in the y direction.

We consider the PME in the two dimensions:

or = V2 (pkt. (A1)

Using the backward Euler implicit method in the finite difference method, we can discretize
the equation
p— pold
At
To use Newton’s iteration method to solve this implicit scheme, we write

= V2o + o(An). (A12)

F(p) = p — AtV (") — p + 0(Ar?). (A13)
We set pg = p°9 and write F (1) = 0 as

{ JnApn = _Fn,

(A14)
Pn+1 = Pn + Apm

Here, J,,Ap, = %—5 Au is the functional derivative of F' (the Jacobian), which we approximate
by F(p + Ap) — F(u), plugin p + Ap and p into (A13) and only keep the linear terms in
Ap and neglect the higher order terms, we can arrive at

JoApn = F(p + Ap) — F(p)
= Apy — AVA((k + 1)k Apy) (A15)
= Ap — Atk + 1)(pk Ap)x — Atk + 1) (pk Ap)y,.
The matrix operators following this are (/: identity matrix)
(I — AtDyy — AtDyy) Ap, (A16)
where we denote Dy, = (k + 1)(pk Ap)yx and Dyy = (k + 1)(pkAp) yy.

Therefore, we can approximate the 2D Jacobian matrix J via
(I = AtDyy)(I — AtDyy)Au,

A17
(I — AtDyy — AtDyy + O(A1)Au, A

where we can ignore the order O (At?) term, which means that we can use (I — AtDy, —
AtDyy) as an approximation of Jy, 1 Auy 1, namely, (I — AtDyy — AtDyy) =~ J Auyyy.
Therefore, we have

(I = AtDy)[(I — AtDyy)Apl = —F, (A18)
and let v = (I — AtDyy)Ap, we have

{ (I - Athx)U = —F,,

A19
(I — AtDyy)Ap = v. (&19)
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We first solve the D, equation to get v, and then substitute v into the Dy, equation to
solve for Ap, which will be used to update the initial guess in the Newton iteration, and
obtain improved approximation through each update until the solution converges.

Specifically, we first solve the Dy, equation for v (substitute in expression for D,:)

(I — AtDyy)v=—F,
= v— AtDyv=—F,

= v — Atk + D(p"v)er = —F (A20)
k k k
f ikl — 2050 + pfviog
= v — Atk +1) (pt+l i+ zlle Pi—1 Vi ):—Fn.
This can be expressed in the matrix form:
—2p(‘ pkf
k! 2’/<1 k v F
A Pig1 “Pi Pi—y - P
I—(k+1)—5 R . = . A21
Piv1 2P Py v Fy
=20} Pt

Using backslash in MATLAB, we can get the vector v. Note that for this first step, we
solve in the x direction, we take each row of the matrix F, and solve the corresponding vector
v for each row of the matrix F. All vectors v together form a matrix v. Then we use a similar
method to calculate Au in the y direction. Note that we take each column of the matrix v, and
use the matrix form (I — Az Dyy)Ap = v to calculate corresponding Ap for each column of
v. Finally, we add Ap on pg to update the initial guess and derive the numerical result of the
solution p of PME using the 2D ADI scheme.

In summary, the key idea in the ADI scheme is to approximate the big Jacobian matrix
(J) for the 2D PME by factorization in x and y directions, namely we factorize the Jacobian
matrix J = JJy, where Jy =1 — AtDyy and Jy =1 — AtDy,.

A.2.2 2D Axisymmetric for PME

As introduced in the general 2D axisymmetric model, we have the finite difference discretiza-
tion for the PME part, which is

ko1 [@i+05a00 = oD i = 05800 = pit]
k+1rAr Ar Ar

)} . (A22)

where the IC is the similarity solution for the 2D axisymmetric version of PME as in (A6),
and the BCs are the Neumann BCs at both ends, as given in (A10).

The parameters are L = 20, T = 50, M = 100, N = 1 000, k = 2, where L is the
total length, T is the final time, M is the number of grid points in spatial direction, N is the
number of grid points in time discretization, and k is the power of the PME. We use Newton’s
method to obtain the approximated solution that we believe converges fast and well to the true
solution. The check of this is achieved by drawing the plot of the similarity and numerical
solutions in the same figure for comparison (Fig. A1). We also draw the log-log plot of the
maximum of the approximated solution and the log-log plot of (14 7)~!/# in the same figure
for comparison (Fig. A2).
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Fig. A2 Validation of 2D axisymmetric PME

A.2.3 2D ADI and 2D Axisymmetric Comparison

In this section, we consider the PME, and match up the 2D ADI method with the 2D axisym-
metric case, thus proving that the ADI method is valid, and we can have an irregular shape
or add perturbation (¢ dependence) to be the IC and investigate the stability of the bound-
ary after some time, namely simulating the perturbation analysis and the instability tumor
boundary in the two dimensions and match up to [10]. Specifically, we try to compare with
the 2D axisymmetric similarity solution starting from an IC in the center of a square ADI
domain. Then we started with a different IC, like a small ellipse, and we saw that it became
more and more circular.
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A.2.4 Method for Matching up

First, we want to find the center of the initial shape, so that we can allow MATLAB to easily
find the center of any irregular shape. This can be achieved by utilizing the mass conservation
of PME with Neumann-Neumann BCs. Specifically, for p; = VZ(o¥) with p, = 0, we have

/,odA = constant, /x,o dA = constant, /yp dA = constant (A23)

and thus, the center (x, y) is

[xpdA [ypdA
[pdA” [pdA~

In this way, we can do this calculation and get the position of the x and y center points
calculated from the last time, so that we can define the center of any strange irregularly shaped
tumor.

The top view of the result of ADI is the circular region. Thus, we can go from that center
point and go to four radial directions of the circular region. Either one of these four directions
can be used to check against the 2D axisymmetric case. Specifically, for the ADI, we use one
of the directions and find its corresponding p () with r going from the center to the endpoint,
and draw the p(r) versus r plot. We then compare this to the p(r) versus r plot generated
at the final time in the 2D axisymmetric case. We can see that the 2D ADI plot and the 2D
axisymmetric case match up to be the same with the same IC.

This means that the 2D ADI can work to simulate the 2D axisymmetric tumor considered
in [10]. The advantage of this is that for the axisymmetric case, we can not have any ¢
dependence and only depend on r, but for ADI, we can let the solution evolve in ¢. This
allows us to simulate the stability of the tumor boundary after some perturbation dependent
on ¢. Specifically, if we start from IC pg = f(r), then for the tumor model, we will have
some 6o = f(r)+e€g(¢) (small perturbation depends on ¢), which leads to a small change in
the shape of the tumor. With the ADI code, we can observe the stability of the tumor, namely,
does the tumor go back to being almost circular, or does the perturbation grow and the tumor
shape changes from being nice to being more messy looking. Note that we also check that
the ADI scheme by plotting the Up,ax versus time (¢) and the 1/ &+D yersus time (t) in the
same log log plot and we can see that they fit together to be a straight line with a negative
slope and are the same as each other. This is because the maximum of Py (r) = ¢~/ +D
and thus log(pmax (r)) = (—=1/(k + 1)) log?.

The comparison is shown in Fig. A3, and we can see that the results from 2D ADI and 2D
axisymmetric match up.

i= y= (A24)

A.3 Validating Numerical Simulations Against Analytical Results and Predictions in
[10]

A.3.1 2D ADI Reaction-Diffusion Systems Numerical Check for Analytical Results in [10]
We implement the 2D ADI scheme on the reaction-diffusion systems to numerically check
against the analytical results in [10]. The discretization for the 2D axisymmetric reaction-

diffusion system is given in (AS). For the BCs, we use the ghost point method to include the
BCs in the F, and F, equations, where
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Fig. A3 Comparison of 2D ADI and axisymmetric
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Then we use F,, F. to apply Newton’s method as introduced before.

5! % check for the in vivo model.

We also used the numerical simulation to check the perturbation analysis in [10]. The
analytical results for the tumor boundary instability after perturbation are: for the in vivo
model, when the consumption rate 0 < A < 1, if we fix any wave number /[ > 2 in the
perturbation, then the instability will degenerate and the tumor boundary will become stable.
Hence, the shape will change from irregular to circular with 0 < A < 1. On the other hand,
if the consumption rate A > 1, and we fix any wave number / > 2 in the perturbation, then
there is a threshold radius R*. This means that when the tumor radius R < R*, then the
tumor is stable, and after the radius exceeds R*, the tumor will eventually become unstable.
Therefore, the shape will change from irregular to circular and then become irregular again
with & > 1. The results showing the shape evolution of the tumor boundary are shown in
Figs.2, 3 in Sect. 2.
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