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Two nonlinear diffusion equations for thin film epitaxy, with or without slope selection, are

studied in this work. The nonlinearity models the Ehrlich–Schwoebel effect – the kinetic

asymmetry in attachment and detachment of adatoms to and from terrace boundaries. Both

perturbation analysis and numerical simulation are presented to show that such an atomistic

effect is the origin of a nonlinear morphological instability, in a rough-smooth-rough pattern,

that has been experimentally observed as transient in an early stage of epitaxial growth

on rough surfaces. Initial-boundary-value problems for both equations are proven to be

well-posed, and the solution regularity is also obtained. Galerkin spectral approximations are

studied to provide both a priori bounds for proving the well-posedness and numerical schemes

for simulation. Numerical results are presented to confirm part of the analysis and to explore

the difference between the two models on coarsening dynamics.

1 Introduction

We consider the following two nonlinear diffusion equations:

∂th = −∇ ·
(

∇h
1 + |∇h|2 + δ∇∆h

)
(1.1)

and

∂th = −∇ · [(1 − |∇h|2)∇h+ δ∇∆h] (1.2)

that model epitaxial growth of thin films, where h = h(x, t), x = (x1, x2), is a scaled height

function of a thin film in a co-moving frame and δ is a positive constant. If the surface

gradient |∇h| is small, then 1/(1 + |∇h|)2 ≈ 1 − |∇h|2, and (1.2) can be formally derived

from (1.1). With suitable boundary conditions, solutions of these equations satisfy

d

dt

∫
h dx = 0,

i.e. the mass is conserved.

In (1.1) and (1.2), the fourth-order term models surface diffusion, and the nonlin-

ear second-order term models the Ehrlich–Schowoebel effect. In a typical step-flow or
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Figure 1. The Ehrlich–Schwoebel barrier.

layer-by-layer epitaxial growth of thin films, adatoms – atoms that are adsorbed onto the

surface but have not yet become part of the crystal – diffuse on a terrace and likely hit

a terrace boundary. In order to stick to the boundary from an upper terrace, an adatom

must overcome a higher energy barrier – the Ehrlich–Schwoebel barrier [7, 31, 30] (cf.

Figure 1). This asymmetry in attachment and detachment of adatoms to and from ter-

race boundaries has many important consequences: it induces an uphill current which in

general destabilizes nominal surfaces (high symmetry surfaces) [7, 30, 31], but stabilizes

vicinal surfaces (surfaces that are in the vicinity of high symmetry surfaces) with large

slope, preventing step bunching [35]; it also leads to the Bales–Zangwill morphological

instability of atomic steps [2, 29]; Finally, it contributes to the kinetic roughening of film

surfaces [17, 27, 35].

The growth equations (1.1) and (1.2) are the gradient flow with respect to the L2(Ω)

inner product of energy functionals

E1(h) =

∫
Ω

[
−1

2
ln(1 + |∇h|2) +

δ

2
|∆h|2

]
dx (1.3)

and

E2(h) =

∫
Ω

[
1

4
(|∇h|2 − 1)2 +

δ

2
|∆h|2

]
dx, (1.4)

respectively. Due to the presence of the negative term, the energy E1(h) is expected to

behave badly, and is in fact poorly understood mathematically. The second energy E2(h)

appears in several areas of material modeling. For instance, it serves as a variational

model in the theory of liquid crystals [1]. It is an example of elastic energy functional

of scalar deformations h in the strain-gradient theory for structural phase transitions

in solids [3, 19]. It is also a simplified and rescaled folding energy for an out-of-plane

displacement h modelling the folding pattern of a blister formed in the buckling-driven

delamination of thin films [9, 14]. In the context of thin film epitaxy, the first term in

E2(h) selects the slope of the film surface. For this reason, we call the associated equation
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(1.2) the growth equation with slope selection, and correspondingly the equation (1.1) the

growth equation without slope selection.

The interfacial dynamics governed by (1.1) and (1.2) are different. With slope selection,

(1.2) predicts that mound-like or pyramid structures in the surface profile tend to have a

uniform, constant mound slope [23, 25]. However, without slope selection, (1.1) predicts

an unbounded mound slope M(t) = O(t1/4) [10]. Experiments and simulations predict that

the roughness – the standard deviation of the height profile w(t) and the characteristic

lateral size λ(t) of pyramids obey the scaling laws w(t) ∼ tβ and λ(t) ∼ tn before the finite

size effect kicks in. These exponents β and n are called the roughness exponent and the

coarsening exponent, respectively. With slope selection, (1.2) predicts β = n = 1/3; without

slope selection, (1.1) predicts β = 1/2 and n = 1/4 [10, 15, 21, 23, 25, 32]. We refer to

recent work [20] for a discussion on mathematical justification of such predictions.

Both the growth equation (1.2) for thin film epitaxy and the Cahn–Hilliard equation [5]

for phase separation in a binary alloy model mass-conserved systems, and have variational

structures though with different topologies. For one-dimensional space, the derivative of

the solution to the growth equation (1.2) solves the Cahn–Hilliard equation. However,

for two-dimensional space, the Cahn–Hilliard equation is not suitable for modeling the

epitaxial growth of thin films, cf. the argument in Politi et al. [28, § 4.6.2]. The geometry in

the epitaxial dynamics (1.2) seems to be more complicated than that in the Cahn–Hilliard

dynamics.

In this work, we attempt to understand continuum consequences of the Ehrlich–

Schwoebel effect and differences between the two models with regards to solution prop-

erties and coarsening dynamics. Our main contributions are as follows:

(1) We show by a high-order perturbation analysis and numerical simulation for both

equations that the Ehrlich–Schwoebel effect is the origin of a nonlinear morpho-

logical instability, in a rough-smooth-rough pattern, that has been experimentally

observed in epitaxial growth of thin film on rough surfaces [11]. This is a typical

transient phenomenon in an early stage of thin film epitaxy.

(2) We prove that the initial-boundary-value problem for both of the growth equations

is well-posed. We also obtain the solution regularity.

(3) We prove various kinds of bounds and error estimates for Galerkin spectral ap-

proximations of the weak solution for both equations. These bounds and estimates

are used to prove the well-posedness and justify our numerical computation.

(4) We develop a spectral method for solving numerically the growth equations, and

present numerical results that confirm part of our analysis and show differences

between the two models in terms of solution behavior and coarsening dynamics.

The well-posedness for the growth equation with slope selection for different boundary

conditions is also studied in King et al. [18] using a different approach.

We now recall briefly the derivation of the growth equation (1.1) under the following

assumptions: (1) a thin film is growing due to an incoming atomic or molecular beam with

a constant deposition flux rate F; (2) the main mechanism of mass transport of the film

is the geometrically controlled, isotropic surface diffusion; and (3) the Ehrlich–Schwoebel

effect is significant. All other effects such as the beam fluctuation, adatom desorption,
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diffusion anisotropy, and island nucleation are neglected. For a growing high-symmetry

surface in molecular-beam epitaxy with relatively low temperature and large average size

of adatom islands, these assumptions are reasonable [29].

In a fixed Cartesian coordinate system Ox1x2x3, we represent the macroscopic height of

the film surface at time t in a co-moving frame by a height function x3 = h(x1, x2, t). Thus,

h = hreal − Ft, where hreal is the real height of the film surface at time t. Conservation of

mass leads to

∂th = −∇ · j, (1.5)

where j = j(∇h) is the surface current depending on the macroscopic gradient ∇h of the

film surface. Following our assumptions, we have

j = jSD + jES , (1.6)

where jSD is the equilibrium surface current due to the adatom surface diffusion and jES
the kinetic surface current due to the Ehrlich–Schwoebel effect.

It follows from Fick’s law [16, 26] that jSD = −Ks∇sµc, where Ks > 0 is a constant,

∇s denotes the surface gradient, and µc is the equilibrium surface chemical potential.

Following Herring [12, 13] and Mullins [24], we have µc = −γH , where γ > 0 is the

constant surface tension and H the mean curvature of film surface. Linearizing both the

surface gradient ∇s and the mean curvature H , we obtain

jSD = Ksγ∇∆h. (1.7)

To determine jES , we recall the argument in Johnson et al. [15] and Siegert &

Plischke [32]. For simplicity, consider the step-flow growth of a thin film with an av-

erage step width l. Let m = |∇h| be the macroscopic surface slope and take the lattice

parameter to be the unity. Then, m = 1/l. Denote also by σ the adatom diffusion distance.

Assume temporarily an infinite Ehrlich–Schwoebel barrier. For small m for which σ < l,

only the atoms that land on a terrace within distance σ of the step edge shared by the

adjacent upper terrace will make it to the edge. The rest will attach to islands on the

terrace, and will not contribute to the net current. In this case, the total current should

be given by the number of atoms which land in strips of width σ near an advancing step

edge shared by the adjacent upper terrace, Fσ, multiplied by the number of such strips

per unit length, σ/l. Since m = |∇h| = 1/l, we have that jES = Fσ2∇h for small m. For

large m for which σ > l, assume that the current has the form jES = Fσ2f(σm)∇h for

some function f. Since in this case all atoms land on terraces will stick to step edges,

the current should not depend upon the diffusion distance σ. Thus, f(s) ∼ 1/s2 for large

values of s. To the leading order, this scaling is found to agree with experiments [15].

Consequently, jES ∼ (F/m2)∇h for large m. Assume now a finite Ehrlich–Schwoebel barrier

Bc. As proposed in [15], the corresponding surface current is an interpolation of the two

values for small and large m, i.e.

jES =
FBcσ

2

1 + ασ2|∇h|2 ∇h, (1.8)

where α is a positive constant independent of σ. Finally, we obtain (1.1) from (1.5)–(1.8)

with suitable scaling.
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We remark that the energy functional E2(h) and the related equation (1.2) are also

derived in Ortiz et al. [25] based on a series expansion of flux in powers of the pro-

file gradient, together with the symmetry principle and the enforcement of Onsager’s

reciprocity relations from statistical mechanics.

In § 2, we show a nonlinear morphological instability in epitaxial growth on rough

surfaces. In § 3, we prove the well-posedness and solution regularity for the initial-

boundary-value problem. In § 4, we prove various kinds of bounds and error estimates for

Galerkin spectral approximations. In § 5, we present numerical results. Finally, in § 6, we

draw conclusions.

2 Nonlinear morphological instability

An interesting experiment on unstable growth of thin films on rough surfaces is reported

in Gyure et al. [11]. In this experiment, the molecular-beam epitaxy of InAs buffer layers

is performed on InAs(001) substrates that initially exhibit small wavelength oscillations.

Such oscillations remain when the thickness of buffer layers reaches 600Å. They almost

disappear when the thickness reaches 1500Å. Much later, when the thickness reaches

2µm, new, large wavelength oscillations appear. Kinetic Monte Carlo simulations strongly

suggest that this morphological instability in the rough-smooth-rough pattern is due to

the Ehrlich–Schwoebel effect [11].

Following Coleman et al. [6], we now show by a high-order perturbation analysis that

such a morphological instability is due to nonlinear interaction of different modes in

perturbation, and is captured by the Ehrlich–Schwoebel effect included in both of the

growth equations (1.1) and (1.2).

Perturb a constant height function and set

h(x, t) = h0 + εh1(x, t) + ε2h2(x, t) + ε3h3(x, t) + · · · (2.1)

with the initial condition

h(x, 0) = h0 + ε

N∑
j=1

aj exp{i(kj · x+ φj)}, (2.2)

where h0 is a complex constant, ε is a parameter small in magnitude, h1, h2, and h3 are

complex-valued functions of x and t, N � 2 is an integer, all aj (1 � j � N) are complex

constants, φj (1 � j � N) are real constants, and kj (1 � j � N) are real, two-dimensional,

constant vectors – the wave-vectors.

Inserting (2.1) into (1.1) or (1.2) and comparing orders of ε, also using (2.2), we obtain

the following equations and initial conditions for h1, h2, and h3, the same for both

equations (1.1) and (1.2):

ε : ∂th1 = −∆h1 − δ∆2h1, (2.3)

h1(x, 0) =

N∑
j=1

aj exp{i(kj · x+ φj)}, (2.4)

ε2 : ∂th2 = −∆h2 − δ∆2h2, (2.5)

h2(x, 0) = 0, (2.6)
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Figure 2. Typical dispersion relation.

ε3 : ∂th3 = ∇ · (|∇h1|2∇h1) − ∆h3 − δ∆2h3, (2.7)

h3(x, 0) = 0. (2.8)

The h1 equation (2.3) is the linearized equation around the steady-state solution h(x, t) =

h0. Solving the initial-value problem (2.3) and (2.4), we obtain that

h1(x, t) =

N∑
j=1

aj exp{ω(kj)t+ i(kj · x+ φj)}, (2.9)

where ω(k) is the growth rate for wave-vector k, determined by the dispersion relation

ω(k) = |k|2 − δ|k|4.

See Figure 2 for a plot of a typical such dispersion relation. There exists a critical value,

kc, of the modulus of wave-vector,

kc =

√
1

δ
such that

ω(k) > 0 if |k| < kc,

ω(k) < 0 if |k| > kc.
(2.10)

The maximum growth rate ωm = 1/(4δ) occurs at any wave-vector with modulus
√

1/(2δ).

From (2.5) and (2.6), we immediately have that h2(x, t) = 0 identically.

The h3 equation (2.7) is still linear, but it has a nonlinear source term ∇ · (|∇h1|2∇h1)

which comes from the Ehrlich–Schwoebel effect. By (2.9), we have

g(x, t) ≡ ∇ · [|∇h1(x, t)|2∇h1(x, t)]

= −
N∑

l,m,n=1

alaman(kl · km)[kn · (kl − km + kn)]

× exp{[ω(kl) + ω(km) + ω(kn)] t+ i[(kl − km + kn) · x+ φl − φm + φn]}.
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Applying the Fourier transform to both sides of (2.7) and (2.8), we obtain for each variable

ξ of Fourier transformed functions and each time t that

∂tĥ3(ξ, t) − ω(ξ)ĥ3(ξ, t) = ĝ(ξ, t),

ĥ3(ξ, 0) = 0,

where

û(ξ) = F(u)(ξ) =
1√
2π

∫
�2

u(x)e−iξ·x dx

is the Fourier transform of a function u = u(x). Solving this initial-value problem for each

ξ, we get

ĥ3(ξ, t) =

∫ t

0

eω(ξ)(t−τ)ĝ(ξ, τ) dτ.

Consequently, by the inverse Fourier transform, defined for a function U = U(ξ) by

Ǔ(ξ) = F−1(U)(ξ) =
1√
2π

∫
�2

U(ξ)eix·ξ dξ,

we obtain

h3(x, t) =
1√
2π

∫
�2

[∫ t

0

eω(ξ)(t−τ)ĝ(ξ, τ) dτ

]
eix·ξ dξ =

∫ t

0

F−1
(
eω(ξ)(t−τ)ĝ(ξ, τ)

)
dτ.

After a series of calculations, we obtain an explicit expression of h3(x, t), which, together

with (2.1), (2.9), and the fact that h2(x, t) = 0, in turn yields

h(x, t) = h0 + ε

N∑
j=1

aj exp{ω(kj)t+ i(kj · x+ φj)}

− ε3
N∑

l,m,n=1

alaman(kl · km)[kn · (kl − km + kn)]

ω(kl) + ω(km) + ω(kn) − ω(kl − km + kn)

· (exp{[ω(kl) + ω(km) + ω(kn)]t} − exp{ω(kl − km + kn)t})
· exp{i[(kl − km + kn) · x+ φl − φm + φn]} + O(ε4), (2.11)

provided that

ω(kl) + ω(km) + ω(kn) − ω(kl − km + kn)� 0 ∀l, m, n : 1 � l, m, n � N. (2.12)

Suppose that all the wave-vectors kj (1 � j � N) in the initial condition (2.2) satisfy

(2.12) and

|kj | > kc ∀j : 1 � j � N. (2.13)

Then, all ω(kj) < 0 (1 � j � N) by (2.10). Consequently, all the ε terms in (2.11) decay

exponentially. However, a careful look at the expression (2.11) finds that in fact all the ε3
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terms in (2.11) also decay exponentially except those with indices l, m, and n satisfying

0 < |kl − km + kn| < kc. (2.14)

If this holds for some indices l, m, and n, then a new, unstable mode with the wavenumber

kl − km + kn will be generated. Since ε3 is much smaller than ε, it takes a relatively long

period of ‘buffering’ time – during which the surface appears to be smooth – for the new

oscillation to be observed.

This nonlinear morphological instability, characterized by the rough-smooth-rough

growth pattern, models accurately the experimentally observed transient in early stage of

thin film epitaxy on rough surface as described above. It is clear from our analysis that

this instability is due to the nonlinear interaction of different modes in the perturbation

and that the nonlinearity originates from the Ehrlich–Schwoebel effect. If an initial

perturbation contains modes with both large and small wavenumbers, then the small

wavenumber component of the perturbation will grow quickly and the new, unstable

modes generated by the nonlinear interaction of those modes with large wavenumbers

will also grow exponentially but at a much later time. Therefore, both kinds of unstable

modes, old and new, will develop but in different temporal scales.

Figure 3 shows a sequence of snapshots of the surface height at different time from

our numerical simulation of the initial-boundary-value problem of the one-dimensional

growth equation with slope selection

ht = ((hx)
3 − hx − hxxx)x ∀(x, t) ∈ (0, 12) × (0, T ],

h(·, t) is 12-periodic ∀t ∈ [0, T ],

h(x, 0) = 0.1

(
sin

πx

2
+ sin

2πx

3
+ sin πx

)
∀x ∈ [0, 12],

where a subscript t or x denotes a corresponding partial derivative and T > 0 is a

constant. In all the plots, the horizontal axis is the x axis. We see that the initial

oscillation is damped immediately at t = 1. After a relatively long period of “buffering”

time, from t = 1 to t = 15, a new kind of oscillation appears, and then exponentially

increases. Notice that all the wavenumbers k1, k2, and k3 in the initial condition used in

the simulation satisfy (2.12) and (2.13) for N = 3 with the critical wavenumber kc = 1.

Moreover, only one ordered index triple (l, m, n) with 1 � l, m, n � N satisfies (2.14). This

is why the new oscillation consists of one sinusoid profile. In the last two plots for t = 60

and t = 240, the height different from that of the others. It is clear that a steady-state is

reached at around t = 60.

Define the roughness (or the interface width [4]) for the height function at time t by

w(t) =

√
1

L

∫ L

0

[h(x, t) − h̄(t)]2 dx, where h̄(t) =
1

L

∫ L

0

h(x, t) dx

with L = 12. The two plots in Figure 4 show in different scales the evolution of film

surface roughness, in particular, the rough-smooth-rough pattern. The flat part at long

time in the right plot shows that a steady-state solution is reached.
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Figure 3. Morphological instability due to nonlinear interaction.
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Figure 4. Evolution of the surface roughness.

3 The initial-boundary-value problem

Consider the initial-boundary-value problem for the d-dimensional ‘growth’ equation

∂th = −∇ · [(1 − G(|∇h|2))∇h+ δ∇∆h] in Ω × (0, T ], (3.1)

h(·, t) is L-periodic for all t ∈ [0, T ], (3.2)

h(x, 0) = h0(x) ∀x ∈ Ω, (3.3)

where h : Ω̄ × [0, T ] → � is a d-dimensional ‘height’ function in a co-moving frame, Ω =∏d
j=1(0, Lj) ⊂ �d, d = 1, 2, or 3, � denotes the set of all real numbers, L = (L1, . . . , Ld),

all L1, . . . , Ld, δ, and T are positive constants, h0 : Ω → � is a given function, and

G(s) =

{
G1(s) =

s

1 + s
without slope selection,

G2(s) = s with slope selection.

Here, we rearrange the second-order term in (1.1), and use G(·) to unify notation.

Let C∞
per(Ω̄) be the set of all restrictions onto Ω̄ of all real-valued, L-periodic, C∞-

functions on �d. For any integer m � 0 and any extended real number p ∈ [1,∞],

let Wm,p
per (Ω) be the closure of C∞

per(Ω̄) in the usual Sobolev space Wm,p(Ω). Note that

W 0,p
per (Ω) = Lp(Ω), if p� ∞. For m � 1 and p = 2, we write Hm

per(Ω) instead of Wm,2
per (Ω),

and denote by H−m
per (Ω) the dual space of Hm

per(Ω). Throughout the paper, we denote by

‖ · ‖ the L2(Ω)-norm. We also write a function u : Ω × [0, T ] → � which is in a function

space X for each t as a mapping u = u(t) : [0, T ] → X.

Definition 3.1 (Weak solution) A function h : Ω × [0, T ] → � is called a weak solution of

the initial-boundary-value problem (3.1)–(3.3), if

(1) h ∈ L2(0, T ;H2
per(Ω)) and ∂th ∈ L2(0, T ;H−2

per (Ω));
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(2) for any φ ∈ H2
per(Ω),

〈φ, ∂th〉 + 〈∇φ, (G(|∇h|2) − 1)∇h〉 + δ〈∆φ,∆h〉 = 0 a.e. t ∈ (0, T ), (3.4)

where, without confusion, 〈·, ·〉 denotes the action of a distribution on a test function

or the inner product of L2(Ω);

(3) h(x, 0) = h0(x) for a.e. x ∈ Ω.

Theorem 3.1 (Existence, uniqueness, and energy identity) Let h0 ∈ H2
per(Ω). Then, the

initial-boundary-value problem (3.1)–(3.3) has a unique weak solution h :Ω × [0, T ] → �
that satisfies the following energy identities:

d

dt
‖h‖2 + 4E1(h) + 2

∫
Ω

[
1

1 + |∇h|2 + ln(1 + |∇h|2)
]
dx = 2|Ω| a.e. t ∈ (0, T ),

d

dt
E1(h) + ‖∂th‖2 = 0 a.e. t ∈ (0, T ),

and

d

dt
‖h‖2 + 4E2(h) + ‖∇h‖4

L4(Ω) = |Ω| a.e. t ∈ (0, T ),

d

dt
E2(h) + ‖∂th‖2 = 0 a.e. t ∈ (0, T ),

for (1.1) and (1.2), respectively, where E1(h), E2(h) are given in (1.3), (1.4), and |Ω| is the

measure of Ω.

Theorem 3.2 (Stability) Let g0, h0 ∈ H2
per(Ω). Let g, h be the weak solutions of (3.1) and

(3.2) with g(·, 0) = g0 and h(·, 0) = h0 a.e. Ω, respectively. Then,

‖g − h‖L∞(0,T ;L2(Ω)) + ‖g − h‖L2(0,T ;H2(Ω)) � C‖g0 − h0‖L2(Ω).

where C =C(δ)> 0 is a constant.

Theorem 3.3 (Regularity) Let h0 ∈ Hm
per(Ω) for some integer m � 2. Then, the weak solution

h :Ω × [0, T ] → � of the initial-boundary-value problem (3.1)–(3.3) satisfies

h ∈ L∞(0, T ;Hm(Ω)) ∩ L2(0, T ;Hm+2(Ω)) and ∂th ∈ L2(0, T ;Hm−2(Ω)).

For d � 4, we still have the existence, uniqueness, energy identities, and stability for

the two equations. But for (1.2) (with slope selection), both the definition of a weak

solution and the assumption on initial data must be modified: in addition, we need to

assume in the definition of a weak solution that ∇h ∈ L4(0, T ;L4(Ω)) and that the test

function φ is such that ∇φ ∈ L4(0, T ;L4(Ω)). We need also to assume that the initial data

h0 ∈ Hr(d)
per (Ω), where r(d) is the smallest integer that greater than or equal to 1+d/4. Note

that Hr(d)(Ω) ↪→ W 1,4(Ω).

Slightly changing the definition of a weak solution by requiring that ∂th∈L1

(0, T ;H−2
per (Ω)) instead of ∂th ∈ L2(0, T ;H−2

per (Ω)), we can prove the existence of a weak

solution with a much weaker assumption: h0 ∈ L2(Ω). The proof will need a refined

compactness result that is obtained, for example, in Simon [33].
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To prove the above and other theorems, we need some preparation. First, we recall the

following elementary result.

Lemma 3.1 We have for any φ ∈ H2
per(Ω) that

‖∇φ‖2 � ‖φ‖‖∆φ‖ �
1

2
‖φ‖2 +

1

2
‖∆φ‖2,

d∑
j,k=1

‖∂xjxkφ‖2 = ‖∆φ‖2.

Now denote for each integer N � 1

HN = span{1, cos(2πk · x/L), sin(2πk · x/L) : 0 < |k| � N},

where k = (k1, · · · , kd) ∈ �d with kj � 0 (1 � j � d), � is the set of all integers, x/L denotes

the vector (x1/L1, · · · , xd/Ld), and |k| =
∑d

j=1 kj . Notice that HN ⊂ C∞
per(Ω̄). Denote also

by PN : L2(Ω) → HN the L2(Ω)-projection onto HN , which is defined for any u ∈ L2(Ω)

by PNu ∈ HN and

〈PNu− u, φ〉 = 0 ∀φ ∈ HN.

Lemma 3.2 We have for any integer m � 0 that

‖PNu‖Hm(Ω) � ‖u‖Hm(Ω) ∀u ∈ Hm
per(Ω), ∀N � 1,

lim
N→∞

‖PNu− u‖Hm(Ω) = 0 ∀u ∈ Hm
per(Ω).

Proof The case m = 0 is trivial. For m � 1, these results follow from the fact that any

derivative of a function in HN is still in HN and that PN∂ = ∂PN for any derivative ∂.

�

The following lemma treats the nonlinearity in (1.1) and (1.2). It can be proved by

direct verification.

Lemma 3.3 We have for any vectors a, b ∈ �d that

2(a− b) ·
(

|a|2a
1 + |a|2 − |b|2b

1 + |b|2

)
=

(|a|2 − |b|2)2
(1 + |a|2)(1 + |b|2) + |a− b|2

(
|a|2

1 + |a|2 +
|b|2

1 + |b|2

)
,

(a− b) · (|a|2a− |b|2b) = |a|2|b|2 − (a · b)2

+ ((a− b) · a)2 + ((a− b) · b)2 + ((a− b) · a)((a− b) · b),

and, in particular, that

(a− b) · (G(a)a− G(b)b) � 0.
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Given any integer k � 1, we denote |∇ku| =
∑

|γ|=k |∂γu| for any smooth function u.

For each integer j with 1 � j � k, we also denote by Λk,j the set of all pairs (α, β) with

α = {αi} and β = {βi} two finite sequences of integers such that 1 � αi � k + 1 − j for all

i � 1 and
∑

i�1 αiβi = k, and denote Λk = ∪k
j=1Λk,j .

Lemma 3.4 Given any integer k � 1, there exists a constant Ck > 0 such that

|∇kG2(u(x))| � Ck
∑

({αi},{βi})∈Λk

∏
i�1

|∇αiu(x)|βi ∀x ∈ Ω, ∀u ∈ Ck(Ω).

Proof Fix u ∈ Ck(Ω̄) and x ∈ Ω. Denote by ∂k any partial derivative of order k. We have

by induction that

∂k[G2(u(x))] =

k∑
j=1

∑
({αi},{βi})∈Λk,j

Ck,j,{αi},{βi}G
(j)(u(x))

∏
i�1

(∇αiu(x))βi ,

where Ck,j,{αi},{βi} are all constants independent of u. This, together with the fact that

|G(j)
2 (s)| � 1 for any integer j � 1 and any s � 0, implies the desired inequality. �

We now proceed to prove Theorems 3.1–3.3. Our proofs rely heavily on the a priori

bounds on spectral approximations of weak solutions. Such bounds will be fully established

in the next section. Throughout the paper, we denote by C a generic, positive constant

that can in general depend on d, Lj (1 � j � d), T , δ, and h0, but not on N.

Proof of Theorem 3.1 It follows from Theorem 4.1 that there exist a sequence of functions

{hN}∞
N=1 ⊂L∞(0, T ;H2

per(Ω)) with {∂thN} ⊂ L2(0, T ;L2(Ω)) such that for each N � 1

hN(·, 0) = h0; for any ψN ∈ HN

〈ψN, ∂thN〉 + 〈∇ψN, [G(|∇hN |2) − 1]∇hN〉 + δ〈∆ψN,∆hN〉 = 0 a.e. t ∈ (0, T ); (3.5)

and

‖hN‖L∞(0,T ;H2(Ω)) + ‖∂thN‖L2(0,T ;L2(Ω)) � C. (3.6)

Consequently, there exists h ∈ L∞(0, T ;H2
per(Ω)) with ∂th ∈ L2(0, T ;L2(Ω)) such that

hN
∗
⇀ h in L∞(0, T ;H2(Ω)), (3.7)

∂thN ⇀ ∂th in L2(0, T ;L2(Ω)), (3.8)

hN → h in L2(0, T ;H1(Ω)), (3.9)

where the strong convergence (3.9) follows from (3.8), the weak convergence hN ⇀ h

in L2(0, T ;H2(Ω)) which follows from (3.7), and a usual compactness result (cf. [34,

Theorem 2.1, Chapter III]). So, Part (1) of Definition 3.1 is satisfied.
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Let φ ∈ H2
per(Ω) and η ∈ C[0, T ]. For each N � 1, set ψN = PNφ in (3.5), multiply both

sides of the resulting identity by η(t), and integrate against t to yield∫ T

0

〈η(t)PNφ, ∂thN(·, t)〉 dt+
∫ T

0

〈η(t)∇PNφ,G(|∇hN(·, t)|2)∇hN(·, t)〉 dt

−
∫ T

0

〈η(t)∇PNφ,∇hN(·, t)〉 dt+ δ

∫ T

0

〈η(t)∆PNφ,∆hN(·, t)〉 dt = 0. (3.10)

It directly follows from Lemma 3.2, (3.7), and (3.9) that∫ T

0

〈η(t)PNφ, ∂thN(·, t)〉 dt →
∫ T

0

〈η(t)φ, ∂th(·, t)〉 dt as N → ∞, (3.11)∫ T

0

〈η(t)∇PNφ,∇hN(·, t)〉 dt →
∫ T

0

〈η(t)∇φ,∇h(·, t)〉 dt as N → ∞, (3.12)∫ T

0

〈η(t)∆PNφ,∆hN(·, t)〉 dt →
∫ T

0

〈η(t)∆φ,∆h(·, t)〉 dt as N → ∞. (3.13)

By the Hölder inequality, the Sobolev embedding H2(Ω) ↪→ W 1,4(Ω), Lemma 3.2, (3.6)–

(3.9), and the fact that G(s) � s for all s � 0, we deduce that∣∣∣∣∫ T

0

〈η(t)∇PNφ,G(|∇hN(·, t)|2)∇hN(·, t)〉 dt−
∫ T

0

〈η(t)∇φ,G(|∇h(·, t)|2)∇h(·, t)〉 dt
∣∣∣∣

�

∣∣∣∣∫ T

0

〈η(t) [∇PNφ− ∇φ] , G(|∇hN(·, t)|2)∇hN(·, t)〉 dt
∣∣∣∣

+

∣∣∣∣∫ T

0

〈η(t)∇φ,G(|∇hN(·, t)|2) [∇hN(·, t) − ∇h(·, t)]〉 dt
∣∣∣∣

+

∣∣∣∣∫ T

0

〈η(t)∇φ, [G(|∇hN(·, t)|2) − G(|∇h(·, t)|2)]∇h(·, t)〉 dt
∣∣∣∣ (3.14)

� ‖η‖L∞(0,T )‖PNφ− φ‖W 1,4(Ω)

∫ T

0

‖∇hN‖3
L4(Ω) dt

+ ‖η‖L∞(0,T )‖φ‖W 1,∞(Ω)‖∇hN‖2
L4(0,T ;L4(Ω))‖∇hN − ∇h‖L2(0,T ;L2(Ω))

+ ‖η‖L∞(0,T )‖φ‖W 1,∞(Ω)

(
‖∇hN‖2

L4(0,T ;L4(Ω)) + ‖∇h‖2
L4(0,T ;L4(Ω))

)
‖hN − h‖L2(0,T ;H1(Ω))

� C‖PNφ− φ‖H2(Ω) + C‖hN − h‖L2(0,T ;H1(Ω))

→ 0 as N → ∞.

Letting N → ∞ in (3.10), we get from (3.11)–(3.14) that∫ T

0

η(t)
{

〈φ, ∂th(·, t)〉 + 〈∇φ,
[
G(|∇h(·, t)|2) − 1

]
∇h(·, t)〉

+ δ〈∆φ,∆h(·, t)〉} dt = 0. (3.15)

Since η ∈ C[0, T ] is arbitrary, this implies (3.4). Part (2) of Definition 3.1 is satisfied.

Notice that, after a possible modification of h on a set of measure zero, we have

h ∈ C([0, T ];L2(Ω)). Moreover, h(t) = h(s) +
∫ t
s
h′(τ) dτ for any s, t ∈ [0, T ], where
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h(t) = h(·, t) ∈ L2(Ω) and h′(t) = ∂th(·, t), (cf. [8, Theorem 2, Section 5.9]). Replace η(t) in

(3.15) by ηT (t) = −t/T + 1 and integrate by parts against t for the first term to get∫ T

0

1

T
〈φ, h(·, t)〉 dt+

∫ T

0

ηT (t){〈∇φ, [G(|∇h(·, t)|2) − 1]∇h(·, t)〉 + δ〈∆φ,∆h(·, t)〉} dt

= 〈φ, h(·, 0)〉. (3.16)

Repeat the same argument using (3.5) with ψN = PNφ to deduce with φ replaced by PNφ

and use Part (3) of Theorem 4.1 to deduce∫ T

0

1

T
〈PNφ, hN(·, t)〉 dt+

∫ T

0

ηT (t){〈∇PNφ, [G(|∇hN(·, t)|2 − 1]∇hN(·, t)〉

+ δ〈∆PNφ,∆hN(·, t)〉} dt = 〈PNφ, h0〉.

Thus, taking the limit N → ∞, we deduce from (3.7), (3.9), and (3.12)–(3.14) that∫ T

0

1

T
〈φ, h(·, t)〉 dt+

∫ T

0

ηT (t){〈∇φ, [G(|∇h(·, t)|2) − 1]∇h(·, t)〉 + δ〈∆φ,∆h(·, t)〉} dt

= 〈φ, h0〉. (3.17)

Now, a comparison of (3.16) and (3.17), together with the arbitrariness of φ ∈ H2
per(Ω),

shows that Part (3) in Definition 3.1 is also satisfied. Thus, h is a weak solution.

The uniqueness follows from the stability established in Theorem 3.2. The energy

identities can be obtained by setting φ = h(·, t) and φ = ∂th(·, t) for each t ∈ (0, T ] in

(3.4), respectively, and using the definition of E1(h) and E2(h). �

Proof of Theorem 3.2 Let w = g − h. Since g and h are two weak solutions, we have for

any φ ∈ H2
per(Ω) and a.e. t ∈ (0, T ) that

〈φ, ∂tw〉 + 〈∇φ,
(
G(|∇g|2)∇g − G(|∇h|2)∇h

)
〉 − 〈∇φ,∇w〉 + δ〈∆φ,∆w〉 = 0.

Since w ∈ L2(0, T ;H2
per(Ω)) and ∂tw ∈ L2(0, T ;L2(Ω)), d

dt
〈w,w〉 = 2〈w, ∂tw〉 (cf. [8,

Theorem 2, Section 5.9]). Setting φ = w(·, t) for each t ∈ (0, T ] and applying Lemma 3.3

with a = ∇g and b = ∇h, we deduce that

1

2

d

dt
‖w‖2 − ‖∇w‖2 + δ‖∆w‖2 � 0, a.e. t ∈ (0, T ).

But, by integration by parts, the Cauchy–Schwarz inequality, and Young’s inequality,

‖∇w‖2 = −〈w,∆w〉 � ‖w‖‖∆w‖ �
1

2δ
‖w‖2 +

δ

2
‖∆w‖2.

This implies that

d

dt
‖w‖2 − 1

2δ
‖w‖2 +

δ

2
‖∆w‖2 � 0 a.e. t ∈ (0, T ).

The desired inequality now follows from the Gronwall inequality. �
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Proof of Theorem 3.3 Since the unique weak solution is a weak limit of finite-dimensional

approximations whose bounds are established in Theorems 4.1 and 4.2, the assertion of

theorem follows. �

4 Galerkin spectral approximations

In this section, we define Galerkin spectral approximations, and prove bounds and error

estimates for such approximations.

Theorem 4.1 (Galerkin spectral approximations) Let h0 ∈ H2
per(Ω). For each integer N� 1,

there exists a unique hN : Ω × [0, T ] → � such that

(1) hN ∈ C∞(Ω̄ × [0, T ]) and hN(·, t) ∈ HN for any t ∈ [0, T ];

(2) for any φ ∈ HN and any t ∈ (0, T ],

〈φ, ∂thN〉 + 〈∇φ,
(
G(|∇hN |2) − 1

)
∇hN〉 + δ〈∆φ,∆hN〉 = 0; (4.1)

(3) hN(·, 0) = PNh0;

(4)

‖hN‖L∞(0,T ;H2(Ω)) + ‖∂thN‖L2(0,T ;L2(Ω)) � C. (4.2)

We shall call hN : [0, T ] → HN for each N � 1 the (semi-discrete) Galerkin spectral

approximation of the weak solution h : Ω × [0, T ] → � of the initial-boundary-value

problem (3.1)–(3.2).

Theorem 4.2 (Bounds for Galerkin spectral approximations) Let h0 ∈ Hm
per(Ω) for some

integer m � 2. For each integer N � 1, let hN : [0, T ] → HN be the Galerkin spectral

approximation of the weak solution h : Ω×[0, T ] → � of the initial-boundary-value problem

(3.1)–(3.2). Then,

‖hN‖L∞(0,T ;Hm(Ω)) + ‖hN‖L2(0,T ;Hm+2(Ω)) + ‖∂thN‖L2(0,T ;Hm−2(Ω)) � C. (4.3)

Theorem 4.3 (Error estimates) Let m � 4 be an integer and h ∈ L∞(0, T ;Hm(Ω)) be a

weak solution of the initial-boundary-value problem (3.1)–(3.3). For each integer N � 1, let

hN : [0, T ] → HN be the Galerkin spectral approximation of h. Then, we have

‖h− hN‖L∞(0,T ;L2(Ω)) + ‖h− hN‖L2(0,T ;H2(Ω)) � CN−m,

where the constant C can depend upon the solution h.

Proof of Theorem 4.1 Let s(N) = dim(HN) and {φj}s(N)
j=1 be an orthonormal basis of HN

with respect to the L2(Ω) inner product. Consider

hN(x, t) =

s(N)∑
j=1

aj(t)φj(x)
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with some functions aj = aj(t) (1 � j � s(N)) to be determined. Set φ = φj in (4.1) for

each j (1 � j � s(N)) and use the orthogonality of {φj}s(N)
j=1 to obtain

a′
j(t) = fj(a1(t), . . . , as(N)(t)), j = 1, . . . , s(N), (4.4)

where all fj : �s(N) → � (1 � j � s(N)) are smooth and locally Lipschitz. Set

aj(0) = 〈h0, φj〉, j = 1, . . . , s(N), (4.5)

which is equivalent to Part (3). It follows from the theory for initial-value problems of

ordinary differential equations that there exists TN > 0 such that the initial-value problem,

(4.4) and (4.5), has a unique smooth solution (a1(t), . . . , as(N)(t)) for t ∈ [0, TN].

For each t ∈ [0, TN], set φ = hN(·, τ) ∈ HN in (4.1) and use Lemma 3.1 together with

Young’s inequality to get

1

2

d

dt
‖hN‖2 +

∫
Ω

|∇hN |2G(|∇hN |2) dx+ δ‖∆hN‖2 = ‖∇hN‖2 �
C

2
‖hN‖2 +

δ

2
‖∆hN‖2.

Multiply both sides of the inequality by 2e−Ct and integrate against t to deduce that

‖hN(·, t)‖2 +

∫ t

0

∫
Ω

|∇hN |2G(|∇hN |2) dx+ ‖∆hN‖2
L2(0,T ;L2(Ω)) � C(1 + eCT) (4.6)

for all t ∈ [0, TN]. This, together with the orthogonality of {φj}s(N)
j=1 , implies that

s(N)∑
j=1

[aj(t)]
2 = ‖hN(·, t)‖2 � C(1 + eCT ) ∀t ∈ [0, TN].

The solution (a1(t), . . . , as(N)(t)) of the initial-value problem, (4.4) and (4.5), is thus bounded

on [0, TN], and hence can be uniquely extended to a smooth solution over [0,∞). Parts

(1)–(3) are proved.

Replacing TN by T in (4.6) and applying Lemma 3.1, we then obtain that

‖hN‖L∞(0,T ;L2(Ω)) + ‖hN‖L2(0,T ;H2(Ω)) � C. (4.7)

Set now φ = ∂thN(·, t) in (4.1) to get for any t ∈ [0, T ] that

‖∂thN‖2 +
d

dt
E(h(·, t)) = 0,

where E(h) = E1(h) for Eq. (1.1) (without slope selection) and E(h) = E2(h) for Eq. (1.2)

(with slope selection). Integrating against t, noting that ln(1 + s) � s for all s � 0, and

using Lemma 3.1, (4.7), and Young’s inequality, we obtain that

‖∂th‖2
L2(0,T ;L2(Ω)) + ‖hN‖2

L∞(0,T ;H2(Ω)) � C.

This and (4.7) imply (4.2). Part (4) is proved. �
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Proof of Theorem 4.2 We proceed by induction on m � 2. Assume m = 2. Denote by ∂

any first-order spatial partial derivative. Set φ = ∂2hN(·, t) ∈ HN in (4.1) for each t ∈ (0, T ]

and integrate by parts to get

1

2

d

dt
‖∂hN‖2 +

∫
Ω

∇∂hN · ∂[G(|∇hN |2)∇hN] dx− ‖∇∂hN‖2 + δ‖∆∂hN‖2 = 0.

Since

∇∂hN · ∂[G(|∇hN |2)∇hN] = |∇∂hN |2G(∇∂hN |2) + 2 (∇∂hN · ∇∂hN)2 G′(|∇hN |2) � 0,

we obtain by integrating over t ∈ [0, T ] and using Lemmas 3.1, 3.2, and (4.2) that

‖hN‖L2(0,T ;H3(Ω)) � C. (4.8)

Similarly, using φ = ∆2hN(·, t) ∈ HN for t ∈ (0, T ), we get by Lemma 3.2, (4.2), (4.8),

the generalized Hölder inequality, and the Sobolev embedding H1(Ω) ↪→ L6(Ω) that

δ

∫ T

0

‖∆2hN‖2 dt � C +

∫ T

0

∫
Ω

|∆2hN∇ · (G(|∇hN |2)∇hN)| dx dt

� C + C

∫ T

0

∫
Ω

|∆2hN ||∇hN |2|∇2hN | dx dt

� C + C

∫ T

0

‖∆2hN‖‖hN‖2
W 1,6(Ω)‖hN‖W 2,6(Ω) dt (4.9)

� C + C

∫ T

0

‖∆2hN‖‖hN‖2
H2(Ω)‖hN‖H3(Ω) dt

� C +
δ

2

∫ T

0

‖∆2hN‖2 dt+ C‖hN‖2
L2(0,T ;H3(Ω)).

The estimate (4.3) for m = 2 now follows from Lemma 3.1, (4.9), and (4.2).

We now prove (4.3) for m � 3 under the assumption that h0 ∈ Hm
per(Ω) and

‖hN‖L∞(0,T ;Hm−1(Ω)) + ‖hN‖L2(0,T ;Hm+1(Ω)) + ‖∂thN‖L2(0,T ;Hm−3(Ω)) � C. (4.10)

Setting φ = (∂m)2 hN(·, t) ∈ HN in (4.1) for each t ∈ (0, T ], integrating by parts in space,

and integrating over [0, T ] in time, we have by Lemmas 3.1, 3.2, and (4.10) that

‖hN‖2
L∞(0,T ;Hm(Ω)) + ‖hN‖2

L2(0,T ;Hm+2(Ω))

� C + C

∫ T

0

∫
Ω

|∇m+2hN ||∇m−1[G(|∇hN |2)∇hN]| dx dt
(4.11)

� C + C

∫ T

0

∫
Ω

|∇m+2hN ||∇mhN ||G(|∇hN |2)| dx dt

+C

m−1∑
l=1

∫ T

0

∫
Ω

|∇m+2hN ||∇m−lhN ||∇l[G(|∇hN |2)]| dx dt.



Thin film epitaxy 731

It follows from the generalized Hölder inequality, the Sobolev embedding Hm+1(Ω) ↪→
Wm+1,6(Ω), and the assumption (4.10) that

∫ T

0

∫
Ω

|∇m+2hN ||∇mhN ||G(|∇hN |2)| dx dt

� C

∫ T

0

∫
Ω

|∇m+2hN ||∇mhN ||∇hN |2dx dt

� C

∫ T

0

‖hN‖Hm+2(Ω)‖hN‖Wm,6(Ω)‖hN‖2
W 1,6(Ω) dt

� C

∫ T

0

‖hN‖Hm+2(Ω)‖hN‖Hm+1(Ω)‖hN‖2
Hm(Ω) dt

� C

∫ T

0

‖hN‖Hm+2(Ω)‖hN‖Hm+1(Ω) dt.

This, together with (4.10), (4.11), and Young’s inequality, leads to

‖hN‖2
L∞(0,T ;Hm(Ω)) + ‖hN‖2

L2(0,T ;Hm+2(Ω))

� C

m−1∑
l=1

∫ T

0

∫
Ω

|∇m+2hN ||∇m−lhN ||∇l[G(|∇hN |2)]| dx dt. (4.12)

Assume first that m = 3. Since d/(d+3) ∈ (0, 1/2), we can use the Gagliardo–Nirenberg

inequality [22, Theorem 1, Section 1.4.8] and the Sobolev embedding to get

‖hN‖W 2,6(Ω) � C‖hN‖d/(d+3)

W 3,6(Ω)
‖hN‖3/(d+3)

H2(Ω)
� C‖hN‖1/2

H4(Ω)
‖hN‖3/(d+3)

H2(Ω)
.

Consequently, direct calculations, the generalized Hölder inequality, the Sobolev embed-

ding, and the assumption (4.10) imply that

m−1∑
l=1

∫ T

0

∫
Ω

|∇m+2hN ||∇m−1[G(|∇hN |2)∇hN]| dx dt

� C

∫ T

0

∫
Ω

(
|∇5hN ||∇2hN |2|∇hN | + |∇5hN ||∇3hN ||∇hN |2

)
dx dt

� C

∫ T

0

‖hN‖H5(Ω)

(
‖hN‖2

W 2,6(Ω) ‖h‖W 1,6(Ω) + ‖h‖W 3,6(Ω) ‖h‖2
W 1,6(Ω)

)
dt (4.13)

� C

∫ T

0

‖hN‖H5(Ω) ‖hN‖H4(Ω)

(
‖h‖(d+9)/(d+3)

H2(Ω)
+ ‖h‖2

H2(Ω)

)
dt

� C

∫ T

0

‖hN‖Hm+2(Ω) ‖hN‖Hm+1(Ω) dt

Now assume that m � 4. Notice from (4.10) and the Sobolev embedding H2(Ω) ↪→
L∞(Ω) that |∇khN(x)| � C if k � m − 3. Thus, since the highest order of derivatives in
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∂l[G(|∇hN |2)] is l + 1, all |∇l[G(|∇hN |2)]| � C with l � m− 4. Consequently,

m−1∑
l=1

∫ T

0

∫
Ω

|∇m+2hN ||∇m−lhN ||∇l[G(|∇hN |2)]|dx dt

� C

∫ T

0

‖hN‖Hm+2(Ω)‖hN‖Hm+1(Ω) dt

+C

m−1∑
l=m−3

∫ T

0

∫
Ω

|∇m+2hN ||∇m−lhN ||∇l[G(|∇hN |2)]| dt,

which, together with (4.12), leads to

‖hN‖2
L∞(0,T ;Hm(Ω)) + ‖hN‖2

L2(0,T ;Hm+2(Ω))

� C

m−1∑
l=m−3

∫ T

0

∫
Ω

|∇m+2hN ||∇m−lhN ||∇l[G(|∇hN |2)]| dx dt. (4.14)

Applying Lemma 3.4 and repeatedly using the fact that |∇khN | � C for k � m − 3, we

obtain by a series of calculations that

|∇m−3[G(|∇hN |2)]| � C|∇m−3(|∇hN |2)| � C

m−2∑
j=2

|∇jhN |,

|∇m−2[G(|∇hN |2)]| � C|∇m−2(|∇hN |2)| + C|∇m−3(|∇hN |2)||∇(|∇hN |2)|

� C

m−2∑
j=2

|∇jhN |

 |∇2hN | +

m−1∑
j=3

|∇jhN |,

|∇m−1[G(|∇hN |2)]| � C|∇m−1(|∇hN |2)| + C|∇m−2(|∇hN |2)||∇(|∇hN |2)|
+C|∇m−3(|∇hN |2)|[|∇(|∇hN |2)|2 + |∇2(|∇hN |2)|]

� C

m∑
j=4

|∇jhN | + C

m−1∑
j=3

|∇jhN |

 |∇2hN |

+C

m−2∑
j=2

|∇jhN |

 (|∇2hN |2 + |∇3hN |).

It thus follows from (4.14), the generalized Hölder inequality, the Sobolev embedding, and

(4.10) that

‖hN‖2
L∞(0,T ;Hm(Ω)) + ‖hN‖2

L2(0,T ;Hm+2(Ω))

� C

∫ T

0

‖hN‖Hm+2(Ω)(‖hN‖Wm−1,4(Ω)‖hN‖Wm−2,4(Ω)

+ ‖hN‖2
Wm−2,6(Ω)‖hN‖Wm−2,6(Ω)‖hN‖Hm(Ω)

)
dt
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� C

∫ T

0

‖hN‖Hm+2(Ω)

(
‖hN‖Hm(Ω)‖hN‖Hm−1(Ω) + ‖hN‖2

Hm−1(Ω)‖hN‖Wm−1,6(Ω)

)
dt

� C

∫ T

0

‖hN‖Hm+2(Ω)‖hN‖Hm+1(Ω) dt.

This, together with (4.12), (4.13), Young’s inequality, and (4.10), implies that

‖hN‖L∞(0,T ;Hm(Ω)) + ‖hN‖L2(0,T ;Hm+2(Ω)) � C. (4.15)

Finally, setting φ= (∂m−2)2∂thN(·, t) ∈ HN in (4.1) for each t ∈ (0, T ] and then integrating

against t, we have by integration by parts and using (4.10), (4.15), and Lemma 3.2 that

‖∂thN‖2
L2(0,T ;Hm−2(Ω)) � C + C

∫ T

0

∫
Ω

|∇m−2∂thN ||∇m−1[G(|∇hN |2)∇hN]| dx dt.

Comparing this with (4.11), we obtain by the same argument used above that

‖∂th‖L2(0,T ;Hm−2(Ω)) � C.

which, together with (4.15) imply (4.3) for m � 3. �

Proof of Theorem 4.3 Fix N � 1. A direct calculation using Fourier expansion implies

that

‖h− PNh‖L2(Ω) � CN−m‖h‖Hm(Ω) a.e. t ∈ (0, T ). (4.16)

By the definition of PN : L2(Ω) → HN and (3.4), we have for any φ ∈ HN that

〈φ, ∂tPNh〉 + 〈∇φ,G(|∇PNh|2)∇PNh〉 − 〈∇φ,∇PNh〉 + δ〈∆φ,∆PNh〉
= 〈∇φ,G(|∇PNh|2)∇PNh− G(|∇h|2)∇h〉 a.e. t ∈ (0, T ).

With wN = PNh(·, t) − hN(·, t) ∈ HN for t ∈ (0, T ), this, together with (4.1), leads to

〈φ, ∂twN〉 + 〈∇φ,G(|∇PNh|2)∇PNh− G(|∇hN |2)∇hN〉 − 〈∇φ,∇wN〉 + δ〈∆φ,∆wN〉
= 〈∇φ,G(|∇PNh|2)∇PNh− G(|∇h|2)∇h〉 a.e. t ∈ (0, T ).

Setting φ = wN ∈ HN , applying Lemma 3.3 with a = ∇PNh and b = ∇hN , the Cauchy–

Schwarz inequality, the Sobolev embedding H4(Ω) ↪→ W 2,∞(Ω), and Lemma 3.2, we

have

1

2

d

dt
‖wN‖2 − ‖∇wN‖2 + δ‖∆wN‖2

� |〈∇wN, [G(|∇PNh|2) − G(|∇h|2)]∇PNh〉| + |〈∇wN,G(|∇h|2)∇(PNh− h)〉|
= |〈(∇wN · ∇PNh), G(|∇PNh|2) − G(|∇h|2)〉| + |G(|∇h|2)∇wN,∇(PNh− h)〉|
= |〈∇ · [(∇wN · ∇PNh)QN],PNh− h〉| + |∇ · [G(|∇h|2)∇wN],PNh− h〉|,
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where

QN =


∇PNh+ ∇h

(1 + |∇PN |2)(1 + |∇h|2) if G = G1,

∇PN + ∇h if G = G2.

Therefore,

1

2

d

dt
‖wN‖2 − ‖∇wN‖2 + δ‖∆wN‖2

� C
(

‖h‖2
W 2,∞(Ω) + ‖PNh‖2

W 2,∞(Ω)

)
‖PNh− h‖(‖∇wN‖ + ‖∆wN‖)

� C‖PNh− h‖‖∇wN‖ + C‖PNh− h‖‖∆wN‖

� C‖PNh− h‖2 + C‖∇wN‖2 +
δ

2
‖∆wN‖2 a.e. t ∈ (0, T ).

This, together with Lemma 3.1 and Young’s inequality, implies that

d

dt
‖wN‖2 � C‖PNh− h‖2 + C‖∇wN‖2 − δ‖∆wN‖2

� C‖PNh− h‖2 + C‖wN‖2 − δ

2
‖∆wN‖2,

The desired error estimate now follows from the Gronwall inequality, the fact that

wN(0) = 0, and the estimate (4.16). �

5 Numerical simulation

To simulate the growth dynamics numerically, we have developed the following spectral

method for the initial-boundary-value problem (3.1)–(3.3).

Step 1: splitting. Rewrite the underlying equation as(
∂t +

δ

2
∆2 + ∆

)
h = A(∇h) − δ

2
∆2h,

where A(∇h) = ∇ · [G(|∇h|2)∇h].

Step 2: spectral approximation. Perform the Fourier transform to get(
d

dt
+
δ

2
|k|4 − |k|2

)
ĥk(t) = Âk(t) − δ

2
|k|4ĥk(t) ∀k : |k| �

N

2
,

where ĥk(t) and Âk(t) with |k| � N/2 are the Fourier modes at time t of the solution h(·, t)
and the nonlinear term A(∇h(·, t)), respectively, and N � 1 is a fixed integer.

Step 3: reformulation with integrating factor. Rearrange the ordinary differential equation

with an integration factor to get

e−( δ2 |k|4−|k|2)t d

dt

[
e(

δ
2 |k|4−|k|2)tĥk(t)

]
= Âk(t) − δ

2
|k|4ĥk(t) ∀k : |k| �

N

2
. (5.1)
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Step 4: Crank–Nicolson and Adam–Bashforth discretization. Use the Crank–Nicolson

and Adam–Bashforth schemes to discretize the surface diffusion and nonlinear terms,

respectively, to get

e−( δ2 |k|4−|k|2)tn+1/2

[
e(

δ
2 |k|4−|k|2)tn+1 ĥn+1

k (t) − e(
δ
2 |k|4−|k|2)tn ĥnk(t)

]
∆t

=
3Â

n

k − Â
n−1

k

2
− δ

2
|k|4 ĥ

n
k + ĥn+1

k

2
∀k : |k| �

N

2
,

where ĥnk and Â
n

k approximate ĥk(tn) and Âk(tn), respectively, tn is the n-th time step, and

∆t is the time stepping. This can be simplified to

e(
δ
2 |k|4−|k|2) ∆t

2 ĥn+1
k − e−( δ2 |k|4−|k|2) ∆t

2 ĥnk
∆t

=
3Â

n

k − Â
n−1

k

2
− δ|k|4

4

(
ĥnk + ĥn+1

k

)
∀k : |k| �

N

2
.

Step 5: solve the system and perform the inverse Fourier transform. This will give the

numerical solution at different time steps.

Using this numerical method, we solve the initial-boundary-value problem (3.1)–(3.3)

with the parameter δ = 0.1, the space dimension d = 2, the domain Ω = (0, 2π) × (0, 2π),

and the initial data

h0(x) = 0.1(sin 3x1 sin 2x2 + sin 5x1 sin 5x2) x ∈ Ω.

In this case, the critical modulus of wavevector is kc =
√

10 (cf. 2.10), and the most

unstable modes are those with wavevectors k such that |k| =
√

5. The initial data h0

consists of only two linearly stable modes k1 = (3, 2) and k2 = (5, 5). However, their

interaction generates an unstable mode k2 − 2k1 = (−1, 1) (2.14).

For a height profile h = h(x, t), we denote its energy by E(t) = E(h(t)), where E(h) =

E1(h) in the case without slope selection and E(h) = E2(h) in the case with slope selection,

cf. (1.3) and (1.4). We also define its interface width or roughness by

w(t) =

√
1

|Ω|

∫
Ω

[h(x, t) − h̄(t)]2dx, where h̄(t) =
1

|Ω|

∫
Ω

h(x, t) dx.

In our contour plots below, we use the coordinate (x, y) instead of (x1, x2).

5.1 The growth dynamics with slope selection

Figures 5 and 6 show the decay of energy E(t) and the development of profile roughness

w(t), respectively. We observe that initially both the energy and roughness decay rapidly.

However, after a relatively long period of time, the roughness starts to grow. This is

exactly the morphological instability in the rough-smooth-rough pattern that is analyzed
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Figure 5. The decay of energy for the growth with slope selection.
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Figure 6. The development of roughness for the growth with slope selection.

in § 2. Notice that the flat tail in Figures 5(b) and 6(b) indicate that a steady-state solution

is reached. The letters A, B, C, D, E and F marked on Figures 5(b) and 6(b) indicate

different coarsening stages at time t = 0, 0.05, 2.5, 5.5, 8, and 30, respectively. There is a

structural transition from each stage to the immediate next one.

Figure 7 shows contour plots in grey scale of the height profile h corresponding to

the four stages A, B, C, D, E, and F as marked in Figures 5(b) and 6(b). At Stage B,

the initial mode (5, 5) has disappeared but (3, 2) still exists. Note that mound or

pyramid base boundaries are straightened locally. At Stage C, both of these initially

linearly stable modes are gone. However, the mode (−1, 1) which is generated from
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Figure 7. Contour plots of height profiles for the growth with slope selection.

these modes appears. Observe that at Stage D a new mode (1, 2) appears due to further

interaction of different modes in the profile. Notice that (1, 2) is one of the most unstable

modes. But this mode almost disappears at Stage E. Finally, Figure 7(f) shows a steady-

state profile which consists mainly of only one mode (1, 1). Comparing Figure 7 with
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Figure 8. Contour plots of gradients for the growth with slope selection.

Figures 5 and 6, we observe that, after the initial preparation, the coarsening dynamics

is characterized by a fast structural transition and a very slow motion in between such

transitions.

Figure 8 shows contour plots of the profile gradient |∇h| at those marked stages.
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Figure 9. Decay of energy for the growth without slope selection.
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Figure 10. Development of roughness for the growth without slope selection.

5.2 The growth dynamics without slope selection

Figures 9 and 10 show the decay of energy E(t) and the development of profile roughness

w(t), respectively. They are similar to those for the growth dynamics with slope selection.

In particular, the initial rough-smooth-rough pattern is the same. But, in this case, the

energy becomes negative. The letters A, B, C, D, E, and F marked on Figures 9(b) and

10(b) correspond to different coarsening stages at time t = 0, 0.05, 2.5, 5.5, 8, and 30,

respectively. For the purpose of comparison, we have chosen them to be the same as for

the case with slope selection.

Figures 11 and 12 show contour plots of the height profile h and the magnitude of its

gradient |∇h| at the different stages marked on Figures 11(b) and 12(b). With regards to
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Figure 11. Contour plots of height profiles for the growth without slope selection.

structural transition in the coarsening, they are similar to those plots in Figures 9 and

10 for the growth dynamics with slope selection. However, from the corresponding grey

scale bars, we see clearly that the profile gradient for the growth without slop selection is

much larger in magnitude than that for the growth with slope selection.
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Figure 12. Contour plots of gradients for the growth without slope selection.

6 Conclusions

We have rigorously proved that the initial-boundary-value problem of the growth equation

(1.1) or (1.2) is well-posed. Both of our weakly nonlinear analysis and numerical simulation

reveal a nonlinear morphological instability in the rough-smooth-rough pattern at an early
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stage of growth, agreeing with reported experiments on thin film epitaxy on rough surfaces.

In this early stage, linearly stable modes are damped immediately. But their nonlinear

interaction possibly generates new unstable modes. Mound or pyramid base boundaries

are immediately straightened locally. This is different from phase boundaries in the Cahn–

Hilliard coarsening. We have also developed a spectral numerical method for simulating

the coarsening dynamics governed by the underlying equations, with or without slope

selection. Our numerical results clearly distinguish different stages of coarsening such as

the initial preparation and the alternating rapid structural transition and slow motion.

They also display a large mound slope that characterizes the coarsening dynamics without

slope selection. More simulations with various kinds of initial data with or without noise

are required to predict the exact roughness component for both of the growth laws.
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