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Summary. Inthis paper, we provide stability and convergence analysis for a
class of finite difference schemes for unsteady incompressible Navier-Stokes
equations in vorticity-stream function formulation. The no-slip boundary
condition for the velocity is converted into local vorticity boundary con-
ditions. Thom’s formula, Wilkes’ formula, or other local formulas in the
earlier literature can be used in the second order method; while high order
formulas, such as Briley’s formula, can be used in the fourth order compact
difference scheme proposed by E and Liu. The stability analysis of these
long-stencil formulas cannot be directly derived from straightforward ma-
nipulations since more than one interior point is involved in the formula.
The main idea of the stability analysis is to control local terms by global
guantities via discrete elliptic regularity for stream function. We choose to
analyze the second order scheme with Wilkes’ formula in detail. In this case,
we can avoid the complicated technique necessitated by the Strang-type high
order expansions. As a consequence, our analysis results in almost optimal
regularity assumption for the exact solution. The above methodology is very
general. We also give a detailed analysis for the fourth order scheme using
a 1-D Stokes model.
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1. Introduction

The 2-D Navier-Stokes equations in vorticity-stream function formulation
read

Ow + V- (uw) = vlw,

(1.2) AY =w,
U= — y¢7 v = aﬂba
whereu = (u,v) denotes the velocity fieldy = V x v = —0,u + 0,v

denotes the vorticity. The no-penetration, no-slip boundary condition can be
written in terms of the stream functiah
oY .
(1.2) Y = C;, I 0, at each boundary sectiof; ,
whereC; is a constant for each;. In the simply-connected domai@y can
be taken as 0.

In 2-D incompressible flow, the above formulation has the advantage
that it not only eliminates the pressure variable, but also enforces the in-
compressibility automatically. Thus it makes computation very convenient.
Yet, the main difficulties in the numerical simulation of (1.1), (1.2) are the
boundary conditions:

1. The implementation of the two boundary conditions for the stream
function in (1.2).

2. When the vorticity is updated in time (in the momentum equation),
there is no definite boundary condition for vorticity (see the detail in [15]).

3. Determining the constants; at each boundary of “holed’; if the
computational domain is multi-connected.

The methodology to overcome the first two difficulties is to solve for the
stream function using Dirichlet boundary conditipri= 0 onI", and then to
calculate the vorticity at the boundary by a local formula, which is derived
from the kinematic relatiomdy) = w, combined with no-slip boundary
condition% = 0. In other words, the vorticity boundary condition enforces
no-slip boundary condition. Some related work can be found in [15], [4], [5].
The issue related to the third difficulty will be discussed in the forthcoming
paper [19].

The subject of vorticity boundary condition has a long history, going
back to Thom's formula in 1933. See [6], [14], [17], [11], [15], [4]. In this
paper, we concentrate on the case of local vorticity boundary condition, thus
avoid biharmonic equation and coupling between the kinematic equation
and the vorticity boundary condition. This approach dramatically simplifies
the computation. In the second order scheme, Thom’s formula, Wilkes’
formula, or some other local formulas can be selected and coupled with
centered difference scheme at the interior points, as discussed in detail in
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[4]. The advantage of Thom'’s formula lies in its simplicity: only one interior
point of stream function is involved in it. Thus the stability of it is very
straightforward, as argued in Sect. 3. Yet, it was always very confusing why
formulas like Thom’s, which seems hopelessly first order by formal Taylor
expansion on the boundary, is actually second order accurate. This mystery
can be explained by Strang-type high order expansions. It was proven in [16]
in 1964 that for nonlinear hyperbolic or parabolic equations/thstability

for the linearized problem and the smoothness of the exact solution implies
that the scheme has full accuracylif norm. The main idea in the proof

is the construction of high order expansions with respect to the scheme. In
his thesis [10], Meth proved the stability for the linearized problem. The
theoretical convergence analysis of the second order scheme with Thom’s
formula on the boundary was given by Hou and Wetton in [8]. It relied upon
Strang-type high order expansions, which resulted in much more regularity
assumption of the exact solution than needed. A technical assumption of
one-sided physical, one-sided periodic boundary condition was imposed.

To emphasize the main point of this paper, we should mention that the
stability of Thom'’s formula cannot be applied to long-stencil formulas au-
tomatically, as Wilkes’ formula and other local formulas. It was a doubtful
guestion for a long time: are these long-stencil formulas stable? In this pa-
per, we answer this question by performing a simple, clean analysis of the
second order scheme using Wilkes’ formula to determine the vorticity on
the boundary. In fact, direct calculations and standard local estimates cannot
work it out. We overcome this difficulty, which comes from the boundary
term, by adopting a new technique: recasting the form of the formula in
terms of the second derivative ¢f near the boundary, e.d)2v, Dgw,
whoseL? norms can be controlled by ttig norm of (D3 + D7)+, which is
justw. Such bound can be viewed as elliptic regularity in the discrete level.
In other words, the stability of Wilkes’ formula is guaranteed by controlling
local terms by global terms, then applying elliptic regularity to control the
global terms by the diffusion term. Another crucial point is that Wilkes’
formula gives second order accuracy for the vorticity on the boundary by
formal Taylor expansion. Thus, the consistency analysis is easier than that
of Thom’s formula; no Strang-type expansion is needed. This fact leads
to almost optimal regularity assumption for the exact solution in the main
theorem.

The method used in the analysis of the second order scheme and the
corresponding vorticity boundary formulas is quite general. It can be applied
to fourth order scheme in a similar way. For example, E and Liu proposed
their Essentially Compact fourth order scheme (EC4) in [5], and proved the
fourth order convergence of the method. We will give an analysis of their
proposed fourth order scheme, using a 1-D model for the Stokes equations.
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The boundary condition for vorticity, such as Briley’s formula in [2], will
also be analyzed in detail. The advantage of this 1-D model is its simplicity
of illustration, both for stability and consistency analysis. Since Briley’s
formula indicates only third order accuracy on the boundary, by formal
Taylor expansion, the consistency analysis of it is accomplished by making
expansions which are implemented by a third order polynomial. That is
a Strang-type analysis. In addition, we should note that the consistency
analysis of the fourth order scheme is much more tricky than that of the
second order method, since the fourth order scheme involves an intermediate
variable for vorticity. The technique used in the stability analysis is similar to
that of Wilkes’ formula: applying elliptic regularity for the stream function

at the discrete level, and then controlling these local terms induced from
the boundary by global terms. This shows that our analysis gives a general
methodology to deal with long-stencil formulas. The convergence analysis
of the EC4 scheme with Briley’s formula is given in this paper, illustrating
why fourth order scheme combined with third order boundary formula still
works. The complete analysis of the corresponding scheme for full nonlinear
NSE in 2-D will appear in [18].

In Sect. 2 we describe the second order scheme for 2-D NSE with a
[0,1] x [0, 1] box as the domain. Then, the detailed stability analysis of
Wilkes’ formula in the case of linear Stokes equations is given in Sect. 3.
In Sect. 4, we show the convergence of the second order scheme combined
with Wilkes’ formula. In Sect. 5, we analyze the EC4 scheme using the
1-D model for Stokes equations. Stability and convergence analysis of the
method using Briley’s formula is presented, by which we hope to explain the
ideas in our consistency analysis clearly, including Strang-type expansion
and the construction of the approximate profiles. In Sect. 6, the numerical
accuracy checks for both the second and fourth order schemes are presented.

2. Description of the second order scheme

Navier-Stokes equations in 2-D with no-slip boundary condition imposed
on both sides are taken into consideration. For simplicity of presentation,
we take the computation domain & = [0, 1] x [0,1] with grid size

Az = Ay = h. The no-slip boundary conditions are imposefat= 0, 1}

and{z = 0,1}, denoted by, andl’,, respectively. The associated numer-
ical grids are denoted byx; = i/N,y; = j/N, i, = 0,1,---, N}. At

these grid points, NSE can be discretized by standard centered difference
formulas:
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dw + Dy (uw) + lN)y(vw) =vApw,
(2.1) Ap=w,  Plr=0,
U:_Dylba U:quvba

whereD,, D, are the centered difference operators

~ oy ]_7'_U'_]_7' ~ U'7' l_u','—l
(22) Dy ; — Ll —Ui-1g Uil — Ui
) 2h ?

andA, is the standard 5-point Laplaciaty, = D? + Dg, where

o, _ Ui-1j — 2Uij + Uit1
DxuiJ h2 ’
(2.3)
D2y i1 = 2 F Ui
yul i h,2 .

As pointed out in the introduction, there are two boundary conditions for
1. The Dirichlet boundary conditiogp = 0 on I" is implemented to solve
the stream function via the vorticity as in (2.1). Yet the normal boundary
condition,g—% = 0, cannot be enforced directly. The way to overcome this
difficulty is to convert it into the boundary condition for vorticity. As can be
seen by the fact that |-= 0, we have the approximation for the vorticity
on the boundary (say of,, j = 0)

i 241 — i

1
2
(24)  wio = Dyvio = 33(i1 +di1) = =5~ — 5 =,

where (i, —1) refers to the “ghost” grid point outside of the computa-
tional domain. Taking the approximation identi@% = 0, which
implies thaty;_; = 1; 1, as a second order normal boundary condition for
(Oy¥)i,0 = 0, we arrive afThom’s formula

21,
(25) Wi 0 = h21 .

We should mention here that by formal Taylor expansion, Thom'’s for-
mula is only first order accurate faron the boundary. More sophisticated
consistency analysis can guarantee that the scheme is indeed second order
accurate, which was first proven in [8].

The vorticity on the boundary can also be determined by other approxi-
mations ofy; ;. For example, using a third order one-sided approximation

for the normal boundary conditioffs = 0
=i 1+ 31— 5o

(2.6) (Oy)io = 3 =0,
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which leads to .
P 1 =31 — 5%‘,2,

and then plugging it back into the difference vorticity formulg, =
%(%1 + ;1) asin (2.4), we haviVilkes-Pearson’s formula

1 1
(2.7) Wio = 73 (4%',1 — 21/%,2) .

See [13] for more details. This formula gives us second order accuracy for
the vorticity on the boundary.

2.1. Time discretization

The implementation of the time discretization of the scheme (2.1), along
with the vorticity boundary condition we mentioned above, either (2.5) or
(2.7), or other local formulas used in the earlier literature, was discussed
in detail in [4]. There are two main points: first, the vorticity profilein

the interior pointx;,y;) 1 < 4,5 < N — 1 is updated by the momentum
equation, which is enough to solve for the stream function, since Dirichlet
boundary condition is imposed fab; then, local boundary formulas for
vorticity, either (2.5) or (2.7), can be applied, since the stream function
values at the interior points have been obtained in the last step. Thus the
momentum equation can be updated again.

All the above procedure can be implemented very efficiently via ex-
plicit treatment of the diffusion term. That avoids the coupling between the
momentum equation and the kinematic equation, and therefore makes the
whole scheme very robust. This approach differs markedly from the global
boundary condition for vorticity described in earlier literature. To overcome
cell-Reynolds number constraint, high order Runge-Kutta time-stepping,
such as Rk3 or RK4, was suggested, as discussed in detail in [4]. We refer
to [9] for a finite element version of the above mentioned scheme to handle
the general domain.

3. Stability of Wilkes’ formula for Stokes equations

One of the main concerns in the computation of Navier-Stokes equations
is numerical stability. For simplicity, we only consider Stokes equations in
this section, where nonlinear terms are neglected. The second order scheme
applied to Stokes equations corresponding to (2.1) turns out to be

{ Ow = vApw,

3.1) App = w, Y |r=10,
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and either Thom’s formula (2.5) or Wilkes’ formula (2.7) can be chosen to
implement the system (3.1).
Now we introduce some notations.

Definition 3.1 The discretd.?-norm andL?-inner product are defined as

B2 ul=(u, W2 (u,v) = Y wyuig R

1<i,j<N-1

In the case that | = 0, the notation|V,u|| is introduced by

N—-1N-1 N—1N-1
3:3)  Vaul> =" > (Dfui)?h*+ >0 (Dyuiy)*h?,
j=1 =0 i=1 j=0

whereD fu, D,fu are defined as
Ui+ — Ui s Wi 1 — U s

0 Wikl T Uiy o, gl T Mg
(34) Dx um = h s Dy um- = .

Similar notations ofL? norms and inner products, one-sided difference
norms in 1-D analogous to (3.2)-(3.4) can also be introduced. These 1-D
notations will be used in Sect. 5.

First, we look at the stability argument of Thom’s formula, which is
straightforward. For Stokes equations, the stability analysis can be described
as following: multiplying the momentum equation in (3.1) by, we have
— (1, Ow) + (¢, Apw) = 0. The first term is exactly

(3.5) — (0, 0w) = = (), %) = 5 dtnvhwn?

where in the second step we used the factthaanishes on the boundary.
The second term can be estimated via summing by parts

(36) <17Z]7 Ahw> = <Ah¢}7w> +B = HW||2 + Bv

where we used the fact tha, ) = w. The boundary tern is decomposed
into four partsB = By + By + B3 + By

N-1 N—-1
By = E Yiwio, By = E Vi N—1Wi N »
i1

i=1

3.7) N-1 N-1
Bs=Y 1 wo;,Bi= Y ¥n_1wn;-
=1

Jj=1

As can be seen, to ensure the stability of the scheme, an estimate to
control the boundary terfd is required. For simplicity of presentation, we
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only conside3; here. Thom’s boundary condition (2.5) is applied to recover
B1

N-1 N-1 2

(3.8) Z@mw”: i s g,

h2
=1

The estimate for other three boundary terms can be obtained in the same
way. Then we havé > 0, whose substitution into (3.6), along with (3.5)
gives us the stability of the second order scheme (3.1) with Thom’s formula
(2.5). This observation was first made by Meth in [10]. It was also used in
[8] to prove the convergence of Thom’s formula.

It can be seen that Wilkes’ formula (2.7) involves more interior points
than Thom’s formula (2.5). A natural question arises: is Wilkes’ formula
stable?

We follow the same procedure as above. The identities (3.5), (3.6) are still
valid. The only difference is the boundary teinwhich is still represented
asin (3.7). Similarly, we only considéh here. Wilkes’ boundary condition
(2.7) is applied to recoves;

N1, )
(3.9) By = Z hgl <41/)z',1 - 2%,2) .
i—1

However, a direct calculation cannot contf®l, since two interior points

;1 andy; o of stream function are involved in Wilkes’ formula. Therefore,
the straightforward argument (3.8) does not work here. To overcome this
difficulty, we can apply the property that vanishes on the boundary and
then rewrite the termy; 1 — $¢; 2 as

1 1
(3.10) dip; 1 — 51/%,2 = 3 — §h2D§¢i,1 .
This transformation is to control local terms by global terms, the purpose

of which can be seen later. NaB; can be estimated via applying Cauchy
inequality fory; 1 - D21; 1

N-1
B = (3% 1— h2D277Z}1 1>
i=1
N-1
37, 1 12 )
> i1 h
(311) el v h2 2h2 22% 1 ‘ ¢ |
N-1
>=-> .5 | D2 1 |*h?

=1
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where we used the fact that— %é—z > 0 in the last step. Repeating the
same argument fdBs, B3 andB,, we arrive at

1 N-1

32_22( + Dyt n—1]*)h?
1 N-1

(3.12) =5 D (DZul* + [Divn—,4)h?
7j=1

> —*HD VI~ HD A

As can be seen, the transformation (3.10) helps us to bound the boundary
term, which is a local term, by global terfi®?2+||? and|| D; 21|12, Our next

aim s to control the termgD2¢||> and|| D}+||* by the diffusion termjw||*.
The following lemma is necessary.

Lemma 3.2 For any« such that) |-= 0, we have
(3.13)  [IDZel” + IDjwl* < (D2 + Dy)v||* = w|.

Proof. Sincev; ; is zero onI”, we can take Sine transforms o ; } in
bothi-direction andj-direction, i.e.,

(3.14) Vi = Z @Zk,g sin(kmz;) sin(fry;) .

k¢

Then Parserval equality gives
(3.15) > (Wiy)? Z ’W@‘
2%

If we introduce

4 kmh 4 {mth
(316)  fi=psin ( i ) g0 =~y sin ( " )

we obtain the Fourier expansion bEy and D2y

D2y ; = Z fr Jk,l sin(kmx;) sin(fmy;) ,
k,l
(3.17) . |
Dzd)m = Zgg i sin(kma;) sin(fry;)
k.l

which implies that

(3.18) S fwigP = 3 1A =
i,j i7j k.l
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Sincef; < 0, g, < 0, which indicates thatfy + g,) > fZ + g2, we arrive
at

(3:20) Y |wijl* > Z 2+ )| l® = > (D2 + Dy 1)

1,J 4,J

which shows exactly (3.13). Lemma 3.2 is provem

The combination of Lemma 3.2 and the inequality (3.12) gives us that
B> —%||w\|2. Plugging back into (3.6), along with (3.5), we have the sta-
bility estimate of the second order scheme with Wilkes’ boundary condition

1d

2
(3:20) 2 dt

—IVhel® + VHwH2 <0.

Remark 3.3The purpose of Lemma 3.2 is to contiol norms of D2y and

ng/) by the discrete Laplacian af, which enables us to control local terms
by the global diffusion term. In fact, it is a discrete version of the elliptic
regularity for (discrete) Poisson equation. This type of estimate was first
used in [5].

Remark 3.4Let’s review the stability analysis for Wilkes’ formula. The
main difficulty comes from the boundary term. Our trick is to rewrite it via
the boundary condition for vorticity, therefore to convertitinto an expression
in terms ofy near the boundary. Next, we apply Cauchy inequality to bound
it by || D24|? and|| DZv||%. Then we can apply an estimate like (3.13), to
control || D2+||* and || D242 2, which leads to the bound of the
boundary term by the diffusion term.

4. Analysis of second order scheme for 2-D NSE

We state our main theorem in this paper.

Theorem 4.1 Letu, € L*([0,T]; C%(£2)), ., we be the exact solution

of the Navier-Stokes equations (1.1), (1.2) and wy, be the approximate
solution of the second order scheme (2.1) with Pearson-Wilkes formula (2.7),
then we have

e — wp || Lo j0.77,22) + VVIIwe = will 20,17, 12)

< Ch?||uel| poo o), 050y (14 [tell Lo (o.r1.0%))

(4.1)
T ,
: EXP{V(l + HUe”Loo([o,T],cl))} :
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In the convergence proof, we follow the standard procedure of consis-
tency, stability and error analysis. Difficulty in the consistency analysis arises
from the fact that centered difference is used at the interior points, while a
one-sided formula is used for the vorticity on the boundary. This difficulty
is overcome by our construction of an approximate vorticity through finite
differences of the exact stream function. All of the truncation errors are then
lumped into the momentum equation. Since Wilkes’ formula is second or-
der accurate on the boundary, Strang-type expansion can be avoided. This
results in an easy consistency analysis near the boundary, which shows that
the error function for the vorticity on the boundary is of ordh?). The
stability of Wilkes’ formula has already been established in Sect. 3, thus the
validity of the error analysis is guaranteed.

4.1. Consistency analysis

Let¥; ; = e(xi,y;) for =1 <4, j < N +1, (here we extend, smoothly
to [—4, 1+ §]%), and construct/, V, £2 through the finite difference af to
maintain the consistency, especially near the boundary,

Ui’]’ = —Eyw, ‘/;7] = _51@7 ‘QZ,] — AhW7
(4.2) for0<i,j<N.

Then direct Taylor expansion faf. up to the boundary gives us that at
grid points(z;,y;),0 <i,j < N,

h2
U=ue— F@?@% + O(h3)”7wbeHC4 )

h2
(4.3) V = ve + 2 0ptbe + O()[Yellcs
h2
2 =we + 75(0; + 9 + O(hY)Iltbell s -

It is obvious that at these grid points, (including boundary points),
4.4) U = te| + |V = ve| + [2 = we| < Ch?|[¢e (-, 1)l -

Now we look at the local truncation errors. We will show that the con-
structed/, V, 12 satisfy the numerical scheme (2.1), (2.7) upt@?) error.
First we look at the diffusion term. The estimate (4.3) indicates

(4.5) Ap2 = Apwe + O(h?)[|9e |l cs
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which along with Taylor expansion af, that
(4.6) Apwe = Awe + O(h?)||wellos = Awe + O(h®)||[¢ell s

leads to the estimate of the diffusion term: at grid pointsy;), 1 < ,j <
N —1,

(4.7) AR = Awe + O(h®)||1he(, 1)]| o -

The nonlinear convection terms can be treated in a similar fashion. It is
implied by (4.3) that, at grid point&e;, y;), 0 <i,j < N,

h? h? 4 4
U = vupw, — gweayi/}e + Eue(ﬁx + Oy)¢e

(4.8) +O(h?)|[ellosl|vell o1 +

which leads to the estimate at interior grid poifits v;), 1 < i,j5 < N —1,

~ ~ h? ~ h2 ~
Do(UR) = Dy(tewe) — ED””(%@S%) + 15 Da (ue (3 + O, )1be)

+O(I)||Yell s [ el co
= ﬁx(uewe) + O(hz)(Hwea;l/)eHCl + Hue(aé + 83)¢e”01
+|vellcs [Yell 1)
(4.9) = Dy (ewe) + O(h)||ellesllvellcs -

Moreover, Taylor expansion far.w, gives

Ex(uewe) = 3x(uewe) + O(hQ)HueweHCS

(4.10) 2
= Oz (uewe) + O(h7)|[be|lcs || el s -

Then we arrive at

411)  Dy(UR) = y(uewe) + OB?)[|el|ca [ ell s -
The similar result can be obtained fﬁ@(VQ):

(412)  Dy(VR) =y (vewe) + O(h?)|[thelcalltvellcs

Next, we deal with the time marching teidqn(2. The strategy here is to
control the difference betweehs2? andd;w, by O(h?) of ||0ste]| s

8159 - at‘»‘)e = Ahatwe - Aaﬂ/}e = (Ah - A)atu)e
(4.13) = O(h?)||0ytbe ca -
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Yet, to get an estimate dP;1.| -+, we have to apply Schauder estimate to
the following Poisson equation

(4.14)

A(aﬂz}e) = Oywe , in £,
e =0, onl,

which gives us that fotx > 0,

10ctellcaa < Clliwellc2.a
(4.15) < C([[ellcoe + l[velles.alellca) -

In the second step, we applied the exact vorticity equationdhat+ .. -
Vw, = vAw,. The combination of (4.13) and (4.15) gives us

(4.16) 92— dwe = O(h*)([Yell o + [¥ellos.a Vel os.a) -

Combining (4.7), (4.11), (4.12) and (4.16), and applying the original
PDE of the exact solution thétw, + V-(u.w,) = v Aw,, We conclude that

802 + D (UR) + Dy (V1)
(4.17) = 202 + O(h?)|[ell goa (1 + el )

which verifies our claim.

Finally, we look at the constructe@ on the boundary. Our aim is to
show thatf? satisfies Wilkes’ formula applied t& up to anO(h?) error.
The verification of it is straightforward. We only considgr, 5 = 0 here.
The other three boundaries can be dealt with in the same way. One-sided
Taylor expansion fo# in they-th direction near the boundary shows that

1 1
a <4%1 _ 2@-,2) = 029 (24,0) + O(h) el
(4.18)
— welw3,0) + O(h) [tell s

On the other hand, (4.4) gives us that the difference betwegnand
we(z4,0) on I, is also of ordeO(h?)||1e||c4, then we arrive at

1

1
(4.19) 2i0=15 (4%,1 - 2%@) +O(h?) [ el s -

Thus the consistency analysis is completed.
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4.2. Error estimate
For0 <i,j < N, we define

(4.20) 1%3 =vij— Vi, fiu =wij — §2i5,

uij=uij— U,  0ij=vij—Vij.

Then the above consistency analysis gives the following system for the error
functions

0@ + Dy (U2 4 ud) + Dy(092 + &) = vALD + f,

421) L Ab=0,  ¢lr=0,
i=-Dyp, V=D, ul|r,=0, v|r=0,

where|f| < Ch?||uel|cs.a(1 + |Juellcs). On the boundary, (say dt.,
j = 0) we have

1, - 1~ ,
(4.22) Wi = ﬁ(ﬁhﬁm - 51/%,2) + h7e;,

where|e;| < C||lu.||c3. The identity (4.22) comes from Wilkes’ formula
(2.7) and our estimate (4.19). In other words, the error function of vorticity
and the error function of stream function satisfy Wilkes’ formula up to an
O(h?) error.

As we can see, the system (4.21), (4.22) is very similar to the second
order scheme (2.1) along with the Wilkes’ formula (2.7) except for the error
termsf andh?e. In other words, as we showed in the consistency part, the
constructed solutions satisfy the numerical scheme except for some local
truncation errors. We have already shown the stability of the scheme in
Sect. 3, so we can apply the same procedure to estimate the error functions.
The Cauchy inequality is used to deal with the error terms corresponding to
f ande. B

Multiplying the vorticity dynamic error equation in (4.21) byy, we
have

— (¥, 8@2 + (1, Ap@) ) )
(4.23) = (1h, Do (U2 + uld)) + (1, Dy (T2 +vD)) — (4, f) .

The first term, which corresponds to time evolution term, can be dealt with
in the same way as in (3.5) singealso vanishes on the boundary, i.e.

1d

2
S =il

(4.24) — (0, D) = — (1, B Apy) =
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The term—<{/;, f) can be controlled by standard Cauchy inequality. Then

the rest of our work will be concentrated on the estimates of the diffusion
term and the convection terms. We will rely upon Lemma 4.2 and Lemma
4.3 as below.

Lemma 4.2 For sufficiently smalh, we have
~ 1
(4.25) (v, 2@) > SI&]* = bt

Proof. Our proof of (4.25) follows the procedure of stability analysis in
Sect. 3. Summing by parts and using the fact that= 0 gives us

(, An@) = (¥, (D2 + D)D) = (D24, &) + (D2, @) + B
(4.26) = @)+ B,

where the boundary terii can also be decomposed irtfo= 51 + B2 +
Bs + B4 asin (3.7)

N-1 N-1
By = E Yiwi,Ba = g Vi N—1Wi N

=1
(4.27) N

1
1o, Ba = Z YN-1,jWN,; -
Jj=1 j=1
The estimate oB; is also similar to that in Sect. 3. The only difference here

is thatw; o, the error of vorticity on the boundary as in (4.22), includes one

more error ternk2e;, whoseL? product withy) can be estimated by Cauchy
inequality. By (4.22), we can expreBs as

B = Z Via@io = 55 Z i (4ain — {ﬁvm)
=1

N-1

(428) +h2 Z 'IZZ"lei =L+ 1.
=1

Aswe mentioned just now, can be controlled by Cauchyinequality directly

N—l &21 1 N-1

Z7 6 2

E hwlle’LZ_i h2 _5 E hez
=1 =1

(4.29) -

N—
72 5 — O luegs

—_

l\D
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where in the last step we applied our estimate tbat< C'||u.||csand the
fact thath = % The estimate of; follows our stability analysis in Sect. 3.
First, we rewrite the term appearing in the parentheses as we did in (3.10):

(4.30) Ay — gin = 30ia — S H(DYD)ia

which is still valid sincqu vanishes on the boundary. The purpose of this
transformation is still to control local terms by global terms as can be seen
later. Next, plugging (4.30) back int

L N1 B ) B
I = 72 Z )i (3%,1 - 2h2(D§1/1)i,1>
i1
(4.31)

g N=l =L N
=2 Z v — 5 Z Pin (D)
i=1 =1

and applying Cauchy inequality to the second t&m(Dgi)m, we arrive
at
N-1 N 1

3
Ilzﬁz 12,1 8hgzwzl_7z

=1 =1
N—1

2 ~g 1

PR
=1

Finally, the combination of (4.29) and (4.32) gives that for sufficiently small
h,

2

D;J)i,l h?

(4.32)

N— 2

Y

2%‘,1

N—-1

13, 1
(4.33) B> > - 5 >
=1

i=1

2

~ 1
D2ia| h* — Zh4.

The treatment of the other three boundary terms is essentially the same. Now
we recovets3 by global termg| D2¢||* and || D2

1o 1 o~

(4.34) B> —|Dgl)* = S IDZlf* — bt

It can be argued that, singe|= 0, Lemma 3.2 is still valid for) and®,
ie.

(435)  [ID3)* + |IDyI* < (D2 + DYoo) = |[@)

Substituting (4.35) into (4.34), plugging back into (4.26), we obtain (4.25)
finally. Lemma 4.2 is proven. O
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Lemma 4.3 Assume a-prior that the error function for the velocity field
satisfy

(4.36) [ullpe <1,

then we have

(@, D2 + ) < 200,502 + L))
s g >~ h - )
(4.37) v 6

~ o~ ~ 8C2 ~ e
(1, Dy(002 + v@)) < =L ||Vp|? + £l|l@]|?,
whereC; =1+ [Juc||cr.

Proof. We will only prove the first one of (4.37). The proof of the second
one is essentially the same. By the a-prior bound (4.36) and our construction
of U and{?2, we have

[ul| oo <UL + [|U| oo
(4.38) < NOythellor +1 < futellco +1 < Cy

1921z < 105¢ellco + [[850ellco < [lueller < Ci,
whereC = |lu.||c1 + 1. Summing by parts and applying (4.36), we obtain
(t, Dy (W2 + ui)) = —(Dyh, W + ui) < Cu|| Vsl ([l + [|]))
8CT T2 o Y2
(4.39) < —IVayll® + lw|l*
v 6
We used the fact that the normi®, ||, | D, are bounded bV, ]|,
ie.
(4.40) @] = IDy¥ ] < IVapll, 1[0l = 1D < I Vael,
since{/; vanishes on the boundary. Lemma 4.3 is proven.

Now we go back to the convergence analysis. First, we assume that (4.36)
holds. Plugging (4.37), (4.25) along with (4.24) back into (4.23), we obtain

1d ~ 5 o 16C% _ ~ o V.o 4
: —— < —1L — = .
(441 SVl < CIFIP + =NVl - gl@)* + A
In (4.41), we absorbed the terﬁ‘\WH2 generated by Cauchy inequality:

(&, £)| < C[[¢% + C|| £]|? into the coefficient of| V4|2, which is valid
since we can apply Poincare inequality fbthat

(4.42) 9] < CIVrl|?,
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by the fact thatZ vanishes on the boundary. Applying Gronwall inequality
to (4.42), we have

~y U t )
IVry|| +/Q!wH(ﬁ
16C{t
(4.43) 50<@@1>/k!( s)|[> + h') ds + CTh?
16C7t
<Ch4exp{ : }(lueilés,a<1+||ue||cs>2+T).

Thus, we have proven

ey t) — ()12 + Vo ( /0 ' ||a\2dt)é

CcT
(444)S Ch2 (HUEHCS’O‘(]‘ + ’ueuci?))e)(p{y(l + HueHCl)Q} + T) )

which implies (4.1). Using the inverse inequality, we have
(4.45) |||~ < Ch.

Now we can resort to a standard trick which asserts that (4.36) will never
be violated ifh is small enough. Theorem 4.1 is proven.

5. Analysis of EC4 scheme in a 1-D Stokes model

The methodology carried out in the second order scheme is quite general
and can be applied to fourth order scheme in a similar fashion. To explain the
idea of the fourth order method more clearly, in this section we consider a

simple 1-D model for Stokes equations, where nonlinear terms are neglected.
The purpose of the introduction of this model is to catch main features and

difficulties both in computation and analysis. This 1-D model reads

dw = v(0% — k*)w

(5.1) (02— k) =w,
Y =0,9=0, atr =-1,1,

whose solution is thé-th mode solution of the unsteady Stokes equations
in the domain—1, 1] x [0, 27]

{atw =vAw,

(5.2) Ay —w.,
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where the no-flow, no-slip boundary conditian= 9,¢ = 0, isimposed at
x = —1,1, and periodic boundary condition is imposed in theirection.
An exact solution of (5.1) is

(5.3) we(x, t) = cogpux)exp{ —v(k* + p?)t}

wherey satisfiesutany, + ktanhk = 0. See [12] and [4] for details. For
simplicity we takek = 1.

5.1. Description of fourth order scheme

Essentially compact fourth order scheme (EC4) for 2-D Navier-Stokes equa-
tions was proposed by E and Liu in [5]. We can use the similar idea to deal
with the 1-D model (5.1). As can be seen, the oper&for 1 can be ap-
proximated by compact difference operator

(1-4)Di-1
h2
1+ 35D2

(5.4) 92 —1= +O(hY).

Applying (5.4) to both the diffusion term in vorticity equation and the kine-
matic relation between stream function and vorticity in (5.1), and multiply-

ing both equations by + %D%, we obtain the following system
h2
Ow =v ((1 - E)D% - 1) w

h2
((1—12)D2—1)¢:w, =0, onzx=-—-1,1,

(5.5)

where the auxiliary terrw was introduced as

(5.6) o= (1+ h2D2)

As pointed out in Sect. 2, there are two boundary conditiong/fof he
situation here is similar. The Dirichlet boundary conditibn= 0 onz =
—1,1 can be implemented to solve the stream function via (5.5). Yet the
normal boundary conditiof,sy = 0, which cannot be enforced directly,
will be converted into the boundary condition for vorticity. For example,
Briley’s formula

(5.7) wo = %(61/11 771)2 + %) (gj)

was used in the EC4 scheme (see [2], [5]). It should be noted here that
Briley’s formula is only third order accurate for vorticity on the boundary
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by formal local Taylor expansion. Later we will show that it still preserves
fourth order accuracy. This fact was first proven in [5].

The system (5.5), (5.6), along with Briley’s formula (5.7), can be imple-
mented very efficiently via an explicit time stepping procedure introduced
by E and Liu in [5].

5.2. Stability analysis of the scheme and vorticity boundary condition

As can be seen, Briley’s formula (5.7) is also a long-stencil formula. One of
the main concerns is its stability. The technique used in Sect. 3 to deal with
Wilkes’ formula can be used here in a similar, yet more tricky way.

The first step here is to multiply (5.5) by(1 + n b D2)y

h? h2
—((1+ 12D2)¢, (1+ ﬁDﬁ)&gm

(5-8) +<(1 + ];ZD?;W; ((1 - }f;)D - 1) > =0.

The first term, which corresponds to the time marching term, can be esti-
mated by the discrete kinematic relation betweeandw as in (5.5)

—((1+ ED:E)% (1+ EDm)atw>

—<<1 + 1502w, o (1 - %5)D2 - 1) ¢>

h? h? h?
—((1+ TDQ)w, (1 = 15) D) = (1 + 5 D2)¢, —0r)
(5.9) 1 B2 ) h2 B2 2017 4 )
:5( 12)dtth¢H ~ o1 1—5)%”17 P[I° + thWH
2
—Q%H n)||

h? h?

2
Ld (( T Y L >||D2¢|2>

T oat
and the second term, which corresponds to the diffusion term, can be esti-
mated via summing by parts

<( thz)w, <(1 _ T;)Di - 1> w>

~ 2 2
@, =102 + .~ + D20, - )2
h

2
g Dot —w)
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=((1 i D? ! 1
= (( —ﬁ) 2, w) + h( —*)( 1wo + YN_1WN)
h?. h h
2

1 h
+E EWWO + YN_1wN)

= ((a-tpi-1)w. 0+ Lot)

1
+E(¢1wo +YN_1wN)
N |
(5.10) =|[(1+ EDac)wH + E(%Wo + YN_1wN) .

As can be seenin (5.10), the boundary term has to be controlled to ensure
stability. Here we decompose the boundary term into two hagsi3, + Bo,
whereB; = 391w andB; = ¢ n_wy. For simplicity of presentation,
we only considei3; here.3; can be treated in the same way.

Briley’s formula (5.7) can be used to upd&ie

(5.11) B =Y (6w1—w2+ ¢3).

Still, a straightforward calculation cannot guarantee a boundsfoiThe
difficulty comes from the fact that three interior points of stream function
are involved in Briley’s formula. A similar technique used in Sect. 3, where
we dealt with second order scheme with Wilkes’ formula, can be applied:
the term(6vy — 312 + Z¢3) can be rewritten as

(512)  6r— ot s = by — 1 W2Dn 4 KD,

which is valid sinceyy = ¥x = 0. The purpose of this transformation
is similar to that of (3.1): to control the local terms in (5.11) by global
quantities. Now (5.12), along with Cauchy inequalities appliegitd2;
andsy- D24, gives the estimate ds;

B4 ( g — 1 WD + m?%)
1?1 192 1 22
> — 0T oy — ~|D24s|*h
- 3h3 h3 182 1/’1 ‘ w | h3 92 | 1/}2’

13>2—w%—702 Qh——DQ 2p
(5 )— h3 2| x¢1| 2| xw2| )
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where in the last step we used the fact tat- 1(1% + 2;) > 2. The term
B2 can be estimated in a similar fashion. Now we arrive at

1 1
5.14 > _Z h| D22 > —= || D3|
(65.14)  Bxz-5 ) [D3il* > =S [1D3Y |

i=12N—1,N—2

As mentioned earlier, the transformation (5.12) and the application of
Cauchy inequalities give us a bound of the boundary term, which is a local
term, by a global ternff D24 ||2. Next, we need to contrdlD2v||? by the
diffusion term ||w]|?, using the following lemma, which is analogous to
Lemma 3.2 in Sect. 3.

Lemma 5.1 For ¢)g = ¢y = 0, we have
(5.15)
2

h h?
0=l <1 (- yp2 1) vl =+ 02l = 11

Proof. The boundary conditionyy = ¥ = 0 indicates that we can Sine
transformy,

(5.16) W = Z ’Q/Z;k sin(kmrx;) .
k
The Parserval equality gives that
(5.17) Y@= (W)
i k

We let fi, = —5sir?(22h), then we haveD2y; = 37, fix sin(kma;),
which in turn shows the Parserval equality fdr— —)D% and ((1 —

2
12)D; — 1)y

H(1_> —hZ(1—> 727,
H(l_ w‘l) —hZ<1—fk—1> .

On the other handf;, < 0 implies that(1 — —) fF<((- %)fk —1)2
Then we obtain (5.15). Lemma 5.1 is prover

(5.18)

Plugging (5.15) back into (5.14), we obtain

(5.19) Bz—anh D2)u|?

2,
> —Z|@]?.
2(1— 1)
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Substituting (5.19) into (5.10), along with (5.9), and denoting “eneigy”
as

h2 2 2 h2 h2 2 2
(6200 B=(1-% ) IVl +e)* - 15 (115 ) D2,
we finally arrive at
1dE 1
5.21 ~v|[@|? <o0.
(5.21) S+ 5l

This completes the stability analysis of the fourth order scheme (5.5), (5.6)
with Briley’s formula (5.7).

5.3. Convergence analysis of the fourth order scheme

In this section, we will give a convergence analysis of the fourth order
method. The stability of it has been been establish&dnThe consistency
analysis of it turns out to be quite technical, by which we hope to explain
the methodology of Strang-type expansion. Direct truncation error analysis
gives us fourth order accuracy for the momentum equation, but only third
order accuracy for the vorticity on the boundary, if Briley’s formula is used.
Below, a more careful truncation error analysis will be carried out by includ-
ing a higher order term to construct approximate stream function. In addition,
the construction of the approximate vorticity needs some technique: an ap-
proximate intermediate vorticity variable is constructed via finite difference
of the approximate stream function and the approximate vorticity field is
constructed by solving a linear system through the approximate intermedi-
ate vorticity variable. The eigenvalues corresponding to the linear system are
controlled. Moreover, a®(h*) correction term to the exact vorticity on the
boundary is added when its boundary condition is set. The purpose of that
correction term is to maintain higher order consistency for the approximate
vorticity. This makes the computation of its finite differences convenient.

5.3.1. Consistency analysisDenotey., w. as the exact solutions, extend
1. smoothly td—1—4, 1+4], and construct the approximate stream function
WU =1, + h*1p with

~ 1 1
(5.22)  ¥(z,t) = Ja(t) (@ + 1)1 - x)? — 750 + (1 —a),

wherea(t) = —309%y.(-1), B(t) = —3924.(1). The choices of(t)
andg(t) will guarantee? to satisfy higher order truncation errors in Briley’s
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formula, which can be seen later. It is obvious that (say at the left boundary
zo = —1)

~ ~ 30
(523)  W(-1)=0,  d(-1) = ~[O(-1).
To estimateZ, we can see thﬁzﬂ = 0, which implies that

(5.24) [dllem = |[Pllcs < Cllellcs, — if m>3.

Moreover, our definition of(¢) and3(t) implies that|0,«(t)|, |0:5(t)| <
C||0:031]| 0. To have a good estimate ;21| co = [|020s1e]| o, We
see that;i), satisfies

92 —1)0pbe = Oywe, in [—1,1],

(5.25) (0 = 1)0fe = Ouse, 0 [=1,1]
Ope =0 atx=—1,1,

which implies that|0;1)c||cs < C||0swel|cs. On the other hand|dswe||cs

can be controlled by the order faf. || s from the original vorticity equation

thatd;w, = (82 — 1)w,. The combination of the above arguments indicates

that

|0ra(t)], 10e3(8)] < CllO3xellco < Cllowwellcs

(5.26) < COllwelles < Cliellor -

By the fact that,) = 1 (2 + 1)(1 — 2)20,a(t) — L(x + 1)2(1 — 2)8:8(t),
we have

(5.27) 18:0 )| om = |0llcs < Cllellor, i m>3.

The construction of the approximate vorticity is quite tricky. First we
define
_ h?
(5.28) Qi:((l—m)Di—l)%, forl<i<N-1,

and then recovef? by solving the following system
h? —
(5.29) (1 + 12D§> 2 =1;.

We should mention that (5.29) always has a solution since the eigenvalues
of the matrix corresponding to+ %Dg are all non-zero. On the other hand,
the implementation of (5.29) requires the boundary valu€Xcro maintain

the higher order consistency needed in the truncation error estimate below
for the discrete derivatives of the constructed vorticity, we introduce

1

6 ~ _ (92 _ i
24083311}67 w2 = (aa; 1)11)7

(5.30) W = W1 + W, wherew; =
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whereh*®; is theO(h*) truncation error ol((l — %)D?E — 1) e — (14
2 D2)we, hiGy is theO (h*) part of i (( ~-"yp2 1) ¥ The boundary
condition for{2 (say atzyg = —1) is imposed as

(5.31) Q0 = we(z0) + h'Do

and{2y can be determined similarly. The purpose of this choice can be seen
in the following lemma.

Lemma 5.2 We have on the grid points, 0 <i < N,
(5.32) Q2 = we + S+ OO ||9e| s -
Proof. First we note that

h? o h*.
1+ —-D2)2=((1-=)D;—-1|¥
(1§32 2= (0= 0 )

(5.33) = <(1 - 52)02 — 1> Ve + ht <(1 - h—Q)DQ — 1> 0.
12777 ¢ 1277
The first term can be estimated via local Taylor expansion
<< — hj)D2 - 1) e = (1+ h—QDz)we — 0By, + O(h) 4o
127°7°% 12°°° 240 °*
5.3 = (1 D2+ 4B+ O

wherew; was introduced in (5.30). The second term appearing on the right
hand side of (5.33) can be treated as

h? ~ ~ ~
(- §5)D2 ~1) 3= 4@ = 13+ 00 Tl
— 1, + O(h) el

where we applied (5.24) ang, was also introduced in (5.30). The combi-
nation of (5.33), (5.34) and (5.35) gives

(5.35)

K2 h?
<1 W Dg) 2= (1+ D2 + W51 + h1Gy + O el s

B2 _
(5.36) = (L+ 5 DDwe + h'D + O(h) el s

On the other hand, the fact thab:;& || o is bounded by the order ¢/, || s
from our construction ob indicates

h2
(1 + 12D§) (we + R1D)

h? ~
5.37) = (145502 )+ 1D + O elcs
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The combination of (5.36) and (5.37) shows that at interior grid paipts
1<i<N-1,

< ChO[elles -

h2
(5.38) ‘ (1 + 12D§> (2 — w, — WD)

On the boundary (say at= 0), (5.32) indicates
(5.39) Q0 — (we + h'D) = 0.

Since the matrixl + %D% is uniformly diagonally dominant, we obtain
(5.32) from (5.38) and (5.39). Lemma 5.2 is provem

Next we look at the truncation error of the diffusion term. By Lemma 5.2
and the fact thab and its divided differences up to second order are bounded
by the order of|v.||cs, we have

(5.40) ID2(2 — we)| < ChY|[Yhe|os

which along with (5.32) gives us

((1—$)D§—1>Q: <(1—’£)D§—1>w6

(5.41) +O(hY)|[tbellcs -

Meanwhile, local Taylor expansion af shows that

h2 2 h2 2 2
((1 - E)Dx — 1> We = <1 + 12833) (05 — Dwe
(5.42) +O(hY)||we||cs -

The combination of (5.41) and (5.42) implies that

h’2 2 h’2 2 2
1—— —1)e=(1+= -1

(5.43) +O(") ||| s -

Now we estimate the time marching term. As we can see, at the interior
grid pointsz;, 1 <i < N — 1,

8,02 =0, ((1 —yp2 1) w

12 z
S o (a- B o)t (0- B2 -1) 7
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where the first term can be treated via local Taylor expansion and the kine-
matic relation betweett, andw,

o (1= 32 -1) . -

(1 + Eag)we + WA, (—
(5.45) +O(h%) || 0ube s

6 4
e — T 0Me)

360 1

and the second term can also be controlled by

(5.46)h4at((1_“)92—1)w W02~ 1)§+O(h) |04l

Again, by (5.25), we have the following estimate

(5.47) 0tellce < Cllowwellcs < Cllwellce < Cllvelles

where the original PDE thdw. = v(9? — 1)w, was applied in the second
step. The ternfj0,v || o+ appearing in (5.46) can be controlled by (5.27). The
combination of (5.44)-(5.47) shows that

h h?
649 o (1+502) 20 (14 132) = 00wl o

Combining (5.48) and (5.43), the estimates for time marching term and
diffusion term respectively and applying the original vorticity equation,

which implies tha(1 + %92) (dywe — (82 — 1)w,) = 0, we arrive at

h? h?
(5.49) 0, ( + D2> Q2—v ((1 — ﬁ)D — 1) 2 = O(hYH||vellcs

at grid pointsr;, 1 <i < N — 1.

Finally we look at the boundary condition f&?. We will show thatf?
satisfies Briley’s formula applied & up to O(h*) error. To verify it, first
we have a look at the expression appearing in Briley’s formula (say near the
left boundaryxy = —1)

3 2
60y — SWy + ~ W5 =
15 2+9 3

(6.50) (6vi(a1) = Sun(o)+ 2vuton)) 410 (60— 300+ 200
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The first term can be estimated via Taylor expansiofiokeeping in mind
thatwe(zo) = 8z1/}e(370) =0

6 (1) — Selea) + Svilan) =
(5.51)

1 :
W07 ve (o) + 10/ 02ve(w0) + O(R%) [ellco -

The estimate of the second term appearing in (5.50) can also be carried out
via Taylor expansion and our constructionyof

- 9. - -
(601 = 57+ 574 ) = H120,5(w0) + O [Tl
— 5?03 a0) + O()el s

(5.52)

where we used (5.23) and (5.24). As we can see)ift€) terms appearing

in (5.51) and (5.52) cancel each other if we put them into a combined term
601 — 30, + 3473 because of our special choiceft) and3(¢). The reason

of the choice can be seen more clearly here. The combination of (5.50), (5.51)
and (5.52), along with the fact that () = (92 — 1)e(z0) = 02tbe(z0)
sincey, vanishes on the boundary, gives us

3 2
Ty + ~W3 = h2we () + O(h®)|[vel|cs -

553 U — —
( ) 6¥ 5 9

In other words,

1 3 2
650 wlan) = 5 (00 - 0+ 20n) + O uelco.

Meanwhile, our definition of2; in (5.32), combined with the fact thii,| <
C||Yel|cs, implies that the difference betweépy andw.(x() is of order
O(h*)|[¢be|| cs- Then we obtain the boundary condition for

1 3 2
(5.55) 2 = 3 (6!71 — 5P+ 9%) + h'eq,

whereleg| < Cl[¢e||cs-

5.3.2. Error estimate. For0 < ¢ < N, we define
(5.56) bi =P — w; = w; — {2,

and the error function fok is defined at interior grid points;, 1 < ¢ <
N —1,

h? ~
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Our consistency analysis above gives a closed system for error functions

h? h?
(1+12D§>a@:y<( —)D2—1>&+f,

(5.58) 2 B 2 -

where the local truncation errgf satisfies|f;| < Ch*||1bc||cs. On the
boundary, (say at the left boundary poigt= — )

(559) wo = ﬁ <61/)1 - §¢2 + 91/)3> + h €g,

where|eg| < C||¢e||cs. The identity (5.59) comes from Briley’s formula
(5.7) and the estimate fap, in (5.55). In other words, the error function of
vorticity and the error function of stream function satisfy Briley’s formula
up toO(h*) error.

The system of the error functions (5.58), along with (5.59), is very similar
to the fourth order scheme (5.5) with Briley’s formula (5.7), except for local
truncation error termg, h*eo. The procedure of stability analysis carried
out in5.2 can be implemented here similarly.

Multiplying (5.58) by —(1 + 2 D2)¢) gives
1+ 2 02) 0t Ephes
<(+12 m>w>( +72 m) tw>
B2\ ~ 2\ ) -
(1 522) 5. ((1-15) 22-1) )
_ h e\ &
(5.60) = (- <1 + 12Dx> U, f).

The term corresponding to local truncation error can be controlled by Cauchy
inequality

W2\ ~ -
66 (- (1+508) ) < CIaP + CUAIP,

and the results corresponding to the time marching term and diffusion term
are analogous to (5.9) and (5.10)

K2 L\ ~ W o\
<<1+12D)¢,< +12D)8tw>

_1d h?
eea (1= ) 1w

P-4 (1- %) 1D28)?) |
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(o) (-5 2))-
()

+ E({/;@o + PN 1TN) -
The estimate of the boundary tetin= 1 + B,, where3; = %(J@O)
andBy = %(’QZJN_le) is similar to that inb.2 The boundary condition for
wp in (5.59) gives

(5.63)

(5.64) =1 < (61/11 *{52 + 3@3) + hSGo) -

Analogous to (5.12), the terrfiy; — %JQ + %Jg can be rewritten as
Wy — Bh2D24y + 2h*D24py. Then the procedure in (5.13), combined
with Cauchy inequality, can be repeated to estinfite

B, = ;f; ( )y — —hQD% + h2D2w2> +h)reg
1192 1 192 ~ 2, 1 22 ~,
> -
(5.65) = 3h3 ~ 2h3 1827’[}1 | Dl h ~ o eV
193
\D s | h—zh%—hgeg

LR L
> 11— D2~ S|D3G P — hoed,

Similar to (5.14), we arrive at
1 ~
B>—5 > hDI’ —h(ef +e})
i=12N—1,N—2

1 ~
(5.66) > —5 1Dzl -

les-
Sinceyy = ¥ = 0, we can use the same argument as in Lemma 5.1 to
conclude that

(=)< o-pee-2)s

(5.67) H <1 + D2>
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Substituting (5.67) into (5.66) and (5.63), we obtain

(5.68) <<1+h2D2>{/?, <(1—’f;> D§—1>a>z—h8.

Combining (5.68), (5.63) and (5.62), denotiBas

= 2 2 h2 h? 25112
(5.69) I = (1—)vaw4+wu 5 (1-15) 10212,
and using the Poincare inequality f¢~)rwhich states thdrtizll < C’IIVMZH,

we arrive at

1dE ~ ~
670) 3 < CIFIP +CITIR + 1 < CISI + CIVudl? + 4

Integrating in time, we obtain
(571) < 0/ £ dt +c/ IV WBI2 dt + 2ThS + O(h®) |
0 0

whereO(h®) is the initial term of E(-,0). By our construction of?, we

haved(,0) = h%)(,0). Moreover, we geO(h®) < Ch®|¢.|2s. The

application of the inequalit;éHVhJH? < E, implied by the fact that
ID21? < % V3e||?, into (5.71) results in

6nﬂwwﬂsc/'uww+c/|wwwwﬂﬂW+m#»
0 0

By Gronwall inequality, we have

_ T
uvaPsc;/ 1£C, )2 ds + CTH + O(h®)
0
(5.73) < CR3(||[tbe||2s + T).

Thus, we have proven the following theorem for EC4 scheme:

Theorem 5.3 Letw, € L ([0, T); C®(£2)), w. be the exact solution of the
1-D Stokes equations (5.1) ang, w, be the approximate solution of the
EC4 scheme (5.5) with Briley’s formula (5.7), then we have

(5.74) IV (e = Yn)ll oo qor,r2) < CR*(tbelles +T) .
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Table 1. Errors and order of accuracy for stream function and vorticity-at1 when the
second orderschemes wititThom’s formula for the vorticity at the boundary are used.

CFL=1, where CFk= 225!, We takeAt = Az whenN = 16,32

N L'error L'order LZ?error L2?order L% error L™ order

16  1.86e-02 1.54e-02 1.71e-02

32 4.71e-03 1.98 3.88e-03 1.99 4.30e-03 1.99
¢ 64 1.18e-03 2.00 9.72e-04 2.00 1.07e-03 2.00

128 2.95e-04 2.00 2.43e-04 2.00 2.69e-04 2.00

256 7.37e-05 2.00 6.08e-05 2.00 6.72e-05 2.00

16 2.24e-02 2.77e-02 5.25e-02

32 7.41e-03 1.60 9.47e-03 1.55 2.02e-02 1.38
w 64 2.03e-03 1.87 2.55e-03 1.89 5.30e-03 1.93

128 5.29e-04 1.94 6.62e-04 1.95 1.34e-03 1.98

256 1.35e-04 1.97 1.67e-04 1.99 3.32e-04 2.01

Table 2. Errors and order of accuracy for stream function and vorticity at 1 when
thesecond orderschemes wittWilkes formula for the vorticity at the boundary are used.

CFL=1, where CFk= 25! We takeAt = £ Az whenN = 16, 32

N Lterror L'order L%*error L?order L* error L° order

16 1.47e-02 1.31e-02 1.52e-02

32 3.85e-03 1.94 3.36e-03 1.96 3.88e-03 1.97
¢ 64 9.85e-04 1.97 8.54e-04 1.98 9.81e-04 1.98

128 2.49e-04 1.98 2.15e-04 1.99 2.47e-04 1.99

256 6.27e-05 1.99 5.40e-05 2.00 6.18e-05 2.00

16  2.27e-02 2.61e-02 4.77e-02

32 4.65e-03 2.28 4.85e-03 2.43 9.25e-03 2.36
w 64 9.46e-04 2.30 8.93e-04 2.44 1.58e-03 2.55

128 2.02e-04 2.22 1.79e-04 2.32 2.88e-04 2.46

256 4.64e-05 2.12 3.93e-05 2.19 5.83e-05 2.30

Table 3. Errors and order of accuracy for stream function and vorticity at 1 when
the fourth order schemes wiBriley’s formula at the boundary are used. CF%.,:Where
CFL= 225! We takeAt = £ Az whenN = 32

N Lterror L'order L%*error L?order L™ error L° order
32 4.01le-06 3.22e-06 3.75e-06

P 64 2.60e-07 3.95 2.17e-07 3.90 2.67e-07 3.81
128 1.67e-08 3.96 1.43e-08 3.92 1.77e-08 3.91
256 1.06e-09 3.98 9.18e-10 3.96 1.14e-09 3.96
32 6.15e-05 8.75e-05 1.81e-04

w 64 3.41e-06 4.17 4.71e-06 4.21 9.60e-06 4.23
128 1.96e-07 4,12 2.66e-07 4.14 5.30e-07 4.18
256 1.16e-08 4.07 1.56e-08 4.09 3.06e-08 411
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6. Numerical test and accuracy check

Finally we present accuracy check for the schemes, including the second and
fourth order method mentioned above. The exact solution (5.3) of the system
(5.1) withk = 1, the viscosityy = 0.01, andy = 2.88335565358979 will

be used for comparison in our numerical experiments. The final time is
taken to bel" = 1.0. Explicit treatment of the diffusion term and the fourth
order Runge-Kutta time stepping were used (see E and Liu [4] for detall).
The errors in the tables are all absolute errors between the numerical and
exact solutions. As can be seen in the tables, the second order method with
Thom’s boundary condition achieves second order accuracy for the stream
function, and is only slightly less accurate for the vorticity on coarse grids.
As the grid is refined, the accuracy order is closer and closer to two. The
second order scheme with Wilkes formula on the boundary also achieves
second order accuracy for the stream function, and gets more than second
order accuracy for the vorticity. In other words, the orders of accuracy of
these two formulas for the stream function are almost the same, yet Wilkes
formula performs better than Thom'’s formula in the accuracy of vorticity.
Table 3 lists the numerical results of the fourth order scheme. The EC4
method with Briley’s boundary condition achieves fourth order accuracy
for the stream function, and gets more than fourth order accuracy for the
vorticity. That shows both profiles have full fourth order convergence.
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