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Abstract. We use recent duality results of Eisenbud–Ulrich to give tools to study quadratically en-
riched residual intersections when there is no excess bundle. We use this to prove a formula for the Witt-

valued Euler number of an almost complete intersection. We give example computations of quadratically

enriched excess and residual intersections.
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1. Introduction

1.1. Excess and residual intersections in enumerative geometry. Excess intersections occur when
the zero locus of s polynomial functions has smaller codimension than s. Removing a (large dimension)
subscheme of the zero locus results in a residual intersection. A famous example is Chasles’ Theorem
that there are 3264 smooth conics in the complex projective plane tangent to five generally chosen conics
[9]. Without taking into account an excess intersection caused by double lines, Bézout’s theorem suggests
that there would be 65 = 7776 [15, p.290].

It is remarkable that the number of such conics does not depend on the choice of the original five
conics, provided these are chosen generally. This “invariance of number” can be shown in two steps:
First, the sum of the number of smooth conics tangent to the given five and a contribution from the
double lines is the Euler number of a vector bundle which is independent of the choice of conics. Second,
the contribution from the double lines is independent of the choice of conics. We will see both of these
carry over in a more arithmetic context, enriched in bilinear or quadratic forms.
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Results in classical enumerative geometry frequently assume the geometric configurations in question
are defined over the complex numbers. Replacing the complex numbers with a non-algebraically closed
field usually breaks invariance of number. A1-homotopy theory provides an enumerative geometry which
can restore invariance of number over a nonalgebraically closed field k in a meaningful way. In this
context, counts of geometric configurations are frequently valued in the Grothendieck–Witt group GW(k)
of k, defined to be the group completion of isomorphism classes of symmetric, nondegenerate, k-valued
bilinear forms [27] [32].

While excess intersection formulas are available in this context [17] [12] [4, Remark 5.22], few computa-
tions in A1-enumerative geometry have been carried out, despite their frequency in classical enumerative
geometry over C. A notable exception is Sabrina Pauli’s computation of the contribution to the enriched
count of lines on a quintic 3-fold from infinite families of lines on the Fermat quintic 3-fold [41]. She uses
an enriched dynamic intersection, and can likewise use this to compute a quadratically enriched count
of the lines on the non-smooth cubic surface {xyz = 0} [39, 1.4.3.1].

In this paper, we develop tools for computing A1-excess and residual intersections from duality of
coherent sheaves. A1-Euler numbers are related to coherent or Grothendieck–Serre duality by a Gauss-
Bonnet formula [33] valid for all vector bundles [4]. Their computation is thus closely related to com-
putations of canonical modules and trace maps. A major inspiration for this paper is the recent work
of Eisenbud and Ulrich on coherent duality in residual intersections [16]. For a complete intersection
R = k[[x1, . . . , xd]]/(f1, . . . , fs), the canonical module is isomorphic to R itself. For a separable Noether
normalization k[[x1, . . . , xd−s]] ⊆ R, the associated trace map corresponds to the Jacobian, giving a
distinguished socle element of the 0-dimensional ring R/(x1, . . . , xd−s). Eisenbud and Ulrich relax the
condition that R is a complete intersection, allowing R to contain an excess intersection corresponding
to an ideal I of codimension g < s with (f1, . . . , fs) ⊂ I ⊂ k[[x1, . . . , xd]] (satisfying a local condition
on the number of generators and a depth condition). They investigate perfect pairings valued in the
canonical module of the residual intersection Z(Ann(I/J)) which itself has an explicit formula, giving
duality results analogous to the case of the complete intersection. This situation should be mirrored in
A1-enumerative geometry: for a regularly embedded zero locus, we have the excess intersection formula
[17], building on work of Fulton and MacPherson [21]. In the case of a 0-dimensional complete intersec-
tion, the contribution to the Euler number corresponds to the Jacobian. Absent the regular embedding
condition, we turn to other methods.

1.2. Organization. The remaining subsections of this introduction summarize our main results. Each
subsection corresponds to one section of the article.

1.3. Conics in Pn vanishing on P2 (§2). In §2, we give an example computation of the A1-Euler
number of an excess bundle, giving a quadratically enriched answer to the question “How many points
lie in the intersection of n general conics in Pn

k containing a fixed plane, for n an odd positive integer?”
(We restrict to the case where n is odd because this is an orientation condition required to obtain a
meaningful quadratic enrichment.) The associated A1-Euler numbers are those of O(2)n on Pn

k and
the excess bundle on P2

k. The former is a multiple of the hyperbolic form, but the latter is not. It
is the class of an explicit bilinear form given in Theorem 2.4. New to the A1-context is the failure of
multiplicativity of the Euler class in short exact sequences to effectively compute the A1-Euler number of
the excess bundle. Instead, we use the long exact sequence in cohomology of coherent sheaves and results
on the trace. In Appendix A, we provide Macaulay2 code to compute the resulting A1-excess intersection
numbers. In contrast to the classical situation, the quadratically enriched excess intersection depends on
the general choice of conics. See Corollary 2.8. Given classical excess intersection enumerative results,
even with orientation conditions satisfied, the question is not “What is the quadratic enrichment?” but
“Is there a quadratic enrichment?”

1.4. An arithmetic enrichment of the 5-conics problem (§3). In §3 we show the answer to this
question is “yes” for Chasles’s theorem on the 5-conics problem. For a ring R, let GW(R) denote the
Grothendieck–Witt group of R, defined to be the group completion of the semi-ring under ⊕ and ⊗ of
isomorphism classes of symmetric, nondegenerate bilinear forms V × V → R, where V is a locally free
R-module. For a unit r in R×, let ⟨r⟩ in GW(R) denote the class of the bilinear form R×R→ R given
by (x, y) 7→ rxy. For a finite, étale extension R→ S, let

(1) TrS/R : GW(S)→ GW(R)

denote the transfer map which takes the class of a bilinear form β : V × V → S to the composition
τS/R ◦ β : V × V → R, where τS/R : S → R denotes the trace map of the finite étale extension [30, IV
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§5]. Note that for all r, s ∈ R×

(2) ⟨r⟩ = ⟨s2r⟩
The space of conics in P2

k can be identified with P5
k. Given a conic C ′ in P2

k, there is a degree 6
equation determining the hypersurface of conics in P5

k which are tangent to C ′ [15, §8.1]. This data is
a section of O(6). For 5 general conics, we obtain a section σ of ⊕5

i=1O(6). σ has isolated zeros at the
finite number of smooth conics C tangent to all 5 given conics.

The Jacobian determinant of σ at C, denoted Jacσ(C), is given by the determinant of the matrix of
partials of the five degree 6 equations in the variables given by local coordinates on P5. (See Equation (5).)
It is naturally an element of the fiber at C of the line bundle Hom(detTP5,det⊕5

i=1O(6)) on the space
P5 of conics, as discussed further in Section 1.8. Here, TP5 denotes the tangent bundle. The canonical
isomorphism

Hom(detTP5,det⊕5
i=1O(6)) ∼= O(24) ∼= O(12)⊗2

identifies Jacσ(C) with an element of the fiber of L⊗2 at C where L is the line bundle O(12). (This is the
data of a relative orientation of ⊕5

i=1O(6). See Definition 1.4.) Choosing any local trivialization of L, we
may identify Jacσ(C) with a scalar in k(C), and in fact the condition that the conics are general allows
us to assume Jacσ(C) ̸= 0. Because changing the trivialization of L multiplies the scalar associated
with Jacσ(C) by a square, there is a well-defined element ⟨Jacσ(C)⟩ in GW(k(C)) by Equation (2). In
Theorem 3.1, we prove the following:

Theorem 1.1. Let k be a perfect field of characteristic not 2 and let C1, . . . , C5 be general conics in P2
k.

There is equality in GW(k) ∑
C conic tangent to all Ci

Trk(C)/k⟨Jacσ(C)⟩ = 3264

2
(⟨1⟩+ ⟨−1⟩)

Question 3.2 asks if there is an arithmetic-geometric interpretation of ⟨Jacσ(C)⟩ along the lines of [28,
Definition 9, Corollary 52]. We do not have an answer, but we have in mind the sort of interpretations
in [28] [44] [19] [41].

In this problem, we retain invariance of number in both of the ways mentioned in § 1.1. First, there
is the enriched A1-Euler number n(V ) in GW(k) for a relatively oriented vector bundle V mentioned
previously; it is computed as the sum of a local index over zeros of an appropriate section, but is
independent of the choice of section. This is discussed in more detail elsewhere, see for example [32]
[4]. The second invariance, that of the excess contribution to n(V ), is not computed by the available
excess intersection formulas in this case, because the double lines in the zero locus of σ are not regularly
embedded in the space of conics [15, p. 463(d)] [23, Chapter 6]. Blowing up the locus of double lines
as in [23, Chapter 6] shows the contribution of the excess intersection does not depend on the choice of
conics in this situation. See Remark 3.3. It would be desirable to have more tools to address this sort
of situation. We thus turn to considering coherent duality in the case of excess intersections following
Eisenbud–Ulrich [16].

1.5. Grothendieck duality and residual intersections (§4). Let R be a (commutative) ring and
J ⊂ I ideals. We denote by J : I = Ann(I/J) the ideal quotient. More generally, if X is a scheme and
Z ⊃ Z ′ are closed subschemes, we can consider a global version of this construction and define

Z : Z ′ = Z(I(Z) : I(Z ′)).

In some cases Z : Z ′ has underlying set Z \ Z ′, and in general we think of Z : Z ′ as an algebro-geometric
enhancement of the closure of the complement of Z ′ in Z. This is a classical construction, closely related
to primary decomposition (see e.g. [2, Chapter 4],[11, Chapter 4 §4 ]).

The relationship to excess intersections is as follows. Suppose that Z is locally cut out by s equations,
but has codimension < s. If W = Z : Z ′ does have codimension s, then W is called a residual intersection
(of the pair (Z,Z ′)). Assume from now on that X is Gorenstein. In favorable cases, W ↪→ X behaves
somewhat like a regular immersion. More concretely one hopes to find conditions on Z ′ which ensure
that whenever W = Z : Z ′ is a residual intersection (for varying Z), then W has certain good properties.
This program was initiated by Artin–Nagata [1]. Assume for now that X is local, Z = Z(J), Z ′ = Z(I).
Ulrich [47] has found conditions (which are somewhat complicated and reviewed in §4.1.3) on I which
ensure that W is Cohen–Macaulay. He moreover proves that then It+1/JIt is a canonical module for
W , where t = s− codim I.

We now reformulate this result using Grothendieck duality. Write i : W → X for the closed immersion.
Since X is Gorenstein, i!(OX)[s] is a canonical module for W , and hence by Ulrich’s result there is a
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non-canonical isomorphism It+1/JIt[−s] ≃ i!(OX). Eisenbud–Ulrich refine this in [16, Theorem 4.6] by
writing down an explicit such isomorphism, which however still depends on choices (specifically a “good”
set of generators for the ideal J). We improve this by removing the choices, as follows.

Theorem 1.2 (see Proposition 4.22 and Theorem 4.26). Let W = Z : Z ′ be a residual intersection
satisfying appropriate hypotheses. Put I = I(Z ′), J = I(Z), K = I(W ) and i : W ↪→ X.

(1) The restricted conormal sheaf CZ/X |W = J/J2|W = J/JK is a free OW -module of rank s.
(2) There is a canonical isomorphism

i!(OX) ≃ It+1/JIt[−s]⊗ det(J/JK)∗.

Note that if Z has codimension s, so that Z ↪→ X is a regular immersion, we may choose Z ′ = ∅ and
get W = Z. In this case Theorem 1.2 reduces to well-known statements [25, III §1 and Corollary 7.3].
Note also that because our isomorphisms are canonical, it is no longer necessary to assume that X is
local.

One notable application of the above result is to the construction of pushforward maps. If p : Y → X
is a proper morphism of suitable schemes and K is a dualizing complex on X, then one obtains a
pushforward map in (e.g.) Grothendieck–Witt theory

(3) p∗ : GW(Y, p!K)→ GW(X,K),

where by GW(X,L) we mean the hermitian K-theory group of X with duality RHom(−, L) [7]. If X is
Gorenstein then we may choose K = OX and so the right hand side is just the Grothendieck–Witt group
of symmetric bilinear bundles. However GW(Y, p!OX) remains difficult to access without a concrete
identification of p!OX . Theorem 1.2 supplies this in some cases.

1.6. Application to almost complete intersections (§5). Let X be a regular scheme of dimension
d, V a vector bundle on X of rank d, and σ a section of V . Assume that Z := Z(σ) has dimension 1;
in particular the section σ is (mildly) degenerate. Thus the usual method (see e.g. [28, Theorem 3]) for
computing the Euler class e(V, σ) no longer applies. Let Z ′ be the Cohen–Macaulay locus of Z (obtained
roughly speaking by removing embedded and isolated points). Then W = Z : Z ′ has dimension 0 and
hence is a residual intersection; thus the above theory applies (with t = 1). We have a symmetric
bilinear form on W valued in I2/JI, given by I/J and the multiplication map.1 Using the pushforward
from Equation (3) and the following paragraphs, we obtain i∗(I/J), a form on X valued in detV ∗[d].
Reinterpreting work of van Straten–Warmt [46], we prove the following.

Theorem 1.3 (see Theorem 5.7). If W = Z : Z ′ satisfies the assumptions of Theorem 1.2, then the form
i∗(I/J) is non-degenerate and its image in the Witt group of detV ∗[d]-valued forms on X coincides with
the image of the Euler class e(V, σ).

We stress that in the above result it is necessary to pass to Witt groups (instead of hermitian K-
groups); see Example 5.9.

1.7. Higher dimensions, duality with other assumptions, etc. There are several paths forward
from here (at least). M. Chardin, J. Naéliton and Q.H. Tran [8] express the canonical modules of residual
intersections as symmetric powers of I/J under different hypotheses from [16], which may produce
interesting pushforwards in Hermitian K-theory, and even perhaps formulas for A1-residual intersections.
Along different lines, one could reasonably hope that Eisenbud and Ulrich’s results on socle generators
[16, §7] give formulas for A1-Euler numbers, since this is the case for complete intersections. For some
efforts in this direction, see §4.5, but we do not have examples of this. It would likewise be desirable
to have an enriched solution to the 5 conics problem following [21] with a good enrichment of Segre
classes of cones and contributions from the distinguished varieties of an intersection, but we have not
attempted this. Also notably missing from our results is a way to use Theorem 1.2 and [16, Theorem 2.2]
in the case where t > 1 to compute contributions to quadratically enriched counts, although we hope the
globalization in Theorem 1.2 will be useful for this. What is missing is understanding what contribution
might be given by I. When Z(I) has dimension 1 this contribution is hyperbolic, perhaps because the
dimension is odd (cf. [32, Proposition 3.4], [44, Proposition 19]).

1A priori this might be degenerate. Eisenbud–Ulrich prove non-degeneracy in [16, Theorem 2.2].
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1.8. Notation, conventions, and some background.

Definition 1.4. A relative orientation of a vector bundle V on a smooth scheme X is the data of a line
bundle L on X and an isomorphism L⊗2 ∼= Hom(detTX,detV ), where TX denotes the tangent bundle
of X.

For a relatively oriented V on a smooth, proper X over a field k, there is an A1-Euler number nA1

(V )
in GW(k). See for example [4, Definition 3.7, Example 3.8], [28, Definition 35], or [32]. (The “n” in

nA1

(E) stands for “number” in contrast to the Euler “class.”) It is the sum of local indices indZσ where
Z runs over the connected components of the zero locus {σ = 0} of a section σ of V

nA1

(V ) =
∑

Z⊆{σ=0}

indZσ.

As indicated by the notation, nA1

(V ) is independent of the choice of section σ. We recall a few compu-
tations of indZσ. For further information and a full definition, see [4, Definition 3.10] or [28, Definition
30].

When Z = {p} is a zero of σ which is étale over k, the index indpσ is computed as follows. The zero
section determines a splitting of the short exact sequence of k(p)-vector spaces

0→ V (p)→ Tσ(p)V → TpX → 0

where V (p) denotes the fiber of V at p as a locally free sheaf. This splitting defines a projection
Tσ(p)V → V (p). Composing the map Tpσ : TpX → Tσ(p)V with this projection, defines the intrinsic
derivative of σ at p

Tσ(p) : TpX → V (p).

Thus Jacσ(p) := detTσ(p) is an element of the fiber Hom(detTX,detV )(p) ∼= L(p)⊗2. A trivialization
of L(p) identifies Jacσ(p) with an element of k(p), which is non-zero by the assumption that p is a
simple zero of σ. Changing the trivialization of L(p) changes this element by a square. Thus we obtain
a well-defined element ⟨Jacσ(p)⟩ ∈ GW(k(p)). Then

(4) indpσ = Trk(p)/k⟨Jacσ(p)⟩,
where Tr is as in Equation (1).

Jacσ(p) is the Jacobian determinant of σ viewed in local coordinates. See [28, Section 4] for this
point of view. The example of importance for this paper is that of [37, 3.1], where V = ⊕n

i=1OPn(di).
Then σ = (f0, . . . , fn) where fi are homogeneous polynomials of degree di in the standard homogenous
coordinates [x0, . . . , xn]. Suppose p has xℓ ̸= 0. Define f ℓ

i := fi((−1)ℓ x0

xℓ
, . . . , xn

xℓ
). Then

(5) Jacσ(p) = det
( ∂f ℓ

i

∂(xj/xℓ)

)
i,j ̸=ℓ

.

See [37, Lemma 5.5].
Chow groups of a smooth scheme over a field k admit a quadratic enrichment known as Chow groups

of oriented cycles or Chow–Witt groups [18, Section 2.1]. In analogy with the description of elements
of Chow groups as rational equivalence classes of formal sums of subvarieties with integral coefficients,
elements of Chow–Witt groups can be thought of as equivalence classes of formal sums of integral
subvarieties with coefficients in the Grothendieck–Witt group of their function fields. These cohomology
groups are represented by a P1-spectrum HZ̃ called generalized motivic cohomology in stable A1-homotopy

theory SH(k) [3]. The A1-Euler number nA1

(V ) just described is the pushforward of a refined Euler

class e(V, σ) in HZ̃V ∗

{σ=0}(X) := [X/(X−{σ = 0}), V/(V −0)∧HZ̃]SH(k) in Chow–Witt cohomology with

support in {σ = 0} in degree V ∗. See for example [4, §5.3].
There are (refined) Euler classes in other cohomology theories. For example, the Koszul complex of

(V, σ) with its standard duality determines a class [e(V, σ)] in the V -twisted Witt group (or L-group)
WV

Z (X) of X with support in Z. The class [e(V, σ)] is the refined Euler class in Witt theory. There is
more information recalled on Witt theory in Section 5.3.

Throughout §4 and §5, we use small amounts of abstract homotopy theory. In particular, we view
derived categories as ∞-categories in the sense of [34], that is, weakly enriched in spaces. For example,
given two maps of complexes which become equal after passing to a resolution, we call them homotopic.
When talking about commutative diagrams, we always mean diagrams which are commutative up to
homotopy.2

2And in fact we always mean that they are commutative up to a specific, but implicit, homotopy.
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Given a vector bundle V of rank n, we denote by d̃etV the complex consisting of detV concentrated
in degree n.

1.9. Acknowledgements. We wish to thank Claudia Polini for introducing us to the paper [16], David
Eisenbud for useful discussions (he owes us money as he promised payment for asking questions he
can answer), Stephen McKean for useful discussions on [46], and Sabrina Pauli for useful discussions
on quadratically enriched excess intersections. Kirsten Wickelgren was partially supported by NSF
CAREER DMS 2001890 and NSF DMS 2103838. And she gratefully thanks Joseph Rabinoff for providing
“ a room of one’s own” to work on this paper.

2. Conics in P2n+1 vanishing on P2

Let k be a field of characteristic not 2. We work in the category of schemes over k. Let n be an odd
positive integer and let Λ ⊂ Pn be a reduced linear subscheme of dimension 2, so Λ is isomorphic to the
projective plane Λ ∼= P2. Let {Q1 = 0}, . . . , {Qn = 0} be degree 2 hypersurfaces containing Λ. By a
general choice of such hypersurfaces, we mean a choice lying in some open subset. For such a general
choice, the intersection ∩ni=1{Qi = 0} as a scheme is the disjoint union of Λ itself and a fixed number of
isolated, reduced points. In other words, over the algebraic closure of k, we have

∩ni=1{Qi = 0} = Λ
∐

Γ

where Γ is a set of 2n −
(

n
n−2

)
−
(

n
n−1

)
−
(
n
n

)
reduced points. See [15, Proposition 13.5].

We give an “arithmetic count” or a “quadratically enriched count” of the number of intersection points
∩ni=1{Qi = 0} not lying in Λ valued in GW(k). By this we mean that we will give each of the points
of Γ a weight in GW(k) associated to its field of definition and the quadrics Qi and compute the sum
of these weights in GW(k). See also [28], [44], [31], [37], [40], [41], [4], and [10] for other arithmetic
or quadratically enriched counts. We do this using a quadratically enriched excess intersection formula
[4, Remark 5.22(2)], originally due to [17] [12], and inspired by earlier work of Fulton and MacPherson
among others [20] [21].

Excess intersection formulas rely on an excess bundle E defined as follows. The Qi determine a section
σ = (Q1, . . . , Qn) of ⊕n

i=1O(2) vanishing on Λ ∪ Γ. Since the section (Q1, . . . , Qn) vanishes on Λ, there
is a canonical map NΛPn → ⊕n

i=1O(2) from the normal bundle of Λ in Pn to the restriction of ⊕n
i=1O(2)

to Λ given by forming

σ∗ : ⊕n
i=1O(2)∗ → I(Λ)

pulling back to Λ and dualizing. Explicitly, NΛPn ∼= O(1)n−2, and without loss of generality, we may
assume that Λ is the simultaneous vanishing locus of (x3, . . . , xn) where [x0 : . . . : xn] denote the standard
homogeneous coordinates on Pn. Then (x3, . . . , xn) determines an isomorphism NΛPn ∼= ⊕n

i=3O(1) and
we may write Qi =

∑n
j=3 M̃ijxj , where the M̃ij are linear forms in the variables x0, . . . , xn. The map

NΛPn ∼= ⊕n
i=3O(1) → ⊕n

i=1O(2) is determined by the n by n − 2 matrix M whose (i, j)th entry is

M̃ij(x0, x1, x2, 0, 0, . . . , 0),

(6) M = [M̃ij(x0, x1, x2, 0, 0, . . . , 0) :
i=1,...,n
j=3,...,n].

For general (Q1, . . . , Qn) vanishing on Λ, this map is injective (because σ∗ is surjective or because M is
generically full rank) and thus extends to the short exact sequence

(7) 0→ NΛPn ∼= ⊕n
i=3O(1)→ ⊕n

i=1O(2)→ E → 0

of vector bundles on Λ defining the excess bundle E .
To apply a quadratically enriched excess intersection formula, the excess bundle needs a relative

orientation in the sense of Definition 1.4. The bundle ⊕n
i=1O(2) has a canonical relative orientation,

defined over Z, induced from the canonical isomorphism O(2) ∼= O(1)⊗2. The excess bundle inherits a
canonical relative orientation from the isomorphism

det E ⊗NΛPn ∼= det⊕n
i=1O(2)

induced by the short exact sequence (7), the relative orientation on ⊕n
i=1O(2), and the canonical isomor-

phism detTΛ⊗ detNΛPn ∼= detTPn. See for example [4, Remark 5.22(2)].
The Euler number (and the A1-Euler number) of ⊕n

i=1O(2) is the sum of contributions from the
points of Γ and the Euler number of E . It follows that the number of isolated intersection points
|Γ| = 2n −

(
n

n−2

)
−

(
n

n−1

)
−

(
n
n

)
is 2n minus the classical Euler number of E , which can be computed by

applying the multiplicativity of the total Chern class to (7). By contrast with the classical situation, this

is not sufficient to compute the A1-Euler number nA1

(E) in GW(k), for example because multiplicativity
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results are much less powerful, e.g. ⟨a⟩(⟨1⟩+⟨−1⟩) = (⟨1⟩+⟨−1⟩). See Section 1.8 for further information
on the A1-Euler number.

Instead we compute nA1

(E) using the Grothendieck–Serre description of the Euler number of E of
[4, Definition 2.1], which relies on the Koszul complex of (E , 0) with its canonical self-duality. (Here, 0
denotes the zero section of E .) For the convenience of the reader, we give this description here in this
special case. There is a canonical self-duality of the Koszul complex

0→ ∧2E∗ → E∗ → O → 0

valued in det E∗[2] = ∧2E∗[2], where 2 is the rank of E , and the differentials in the Koszul complex are
0. The relative orientation on E provides the data of a line bundle L together with an isomorphism

(8) L⊗2 ⊗ det E∗ ∼= ωΛ,

where ωΛ = detΩΛ/k is the canonical sheaf on Λ. So in our case ωΛ
∼= O(−3), det E∗ ∼= O(−n− 2) and

L ∼= O(m) with

m =
n− 1

2
(recall that n is odd). The Koszul complex represents the Euler class of E in Hermitian K-theory in

an appropriate sense. The Euler number nA1

(E) is its pushforward and is represented by the following
bilinear form.

We have a nondegenerate symmetric bilinear pairing on H0(O ⊗ L) ⊕ H2(∧2E∗ ⊗ L) in which the
summands are isotropic and the pairing between the summands is given by

H0(O ⊗ L)×H2(∧2E∗ ⊗ L) ∪→ H2(∧2E∗ ⊗ L⊗2) ∼= H2(ωΛ)
Tr→ k

where Tr : H2(ωΛ)→ k is the canonical trace map from Grothendieck–Serre duality. We have a further
nondegenerate symmetric bilinear pairing

(9) H1(E∗ ⊗ L)×H1(E∗ ⊗ L) ∪→ H2(∧2E∗ ⊗ L⊗2) ∼= H2(ωΛ)
Tr→ k.

The sum of these forms over k represents nA1

(E) in GW(k). Note that up to copies of the hyperbolic

form, nA1

(E) is given by (9).

We compute nA1

(E) using this description of the Euler number, combined with the long exact sequence
in coherent cohomology associated to (7) and formulas for the coherent duality trace. The computation

of nA1

(E) is the main result in the quadratically enriched count of the points of Γ in Theorem 2.4. This
computation will be carried out in the following steps. Step 1: Compute H1(E∗ ⊗ L) as a cokernel.
Step 2: Produce Čech cocycle representatives of the elements of H1(E∗ ⊗ L). Step 3: Calculate the
isomorphism ∧2(E∗ ⊗ L) ∼= ωP2 from the relative orientation of E . Step 4: Calculate the traces of cup
products of the cocycles from Step 2.

Step 1. The first step in this process is to tensor the dual of (7) with L and compute H1(E∗ ⊗ L).
Tensoring the dual of (7) by L, we have the short exact sequence

(10) 0← ⊕n
i=3O(m− 1)

MT

←− ⊕n
i=1O(m− 2)← E∗ ⊗ L ← 0

Let k[x0, . . . , xn]d denote the k-vector space of homogeneous degree d elements of k[x0, . . . , xn]. The
long exact sequence in cohomology of coherent sheaves associated to (10) produces the isomorphism

H1(E∗ ⊗ L) δ← Coker(k[x0, x1, x2]
n−2
m−1

MT

←− k[x0, x1, x2]
n
m−2)

where δ is induced by the boundary map and MT is the transpose of the matrix M of (6).
Step 2. We will next produce an explicit description of a Čech cocycle representing

δ(h1, . . . , hn−2)

for any (h1, . . . , hn−2) in k[x0, x1, x2]
n−2
m−1. Define N0,N1,N2 to be the principal minors of M = [Mij ]

given by removing the last two rows of M , the first and the last, and the first two respectively, i.e.,

N0 = [Mij :
i=1,...,n−2
j=3,...,n ], N1 = [Mij :

i=2,...,n−1
j=3,...,n ], N2 = [Mij :

i=3,...,n
j=3,...,n].

For i = 0, 1, 2, the minor Ni gives rise to a splitting of (10) over

(11) Ui = {fi ̸= 0} ⊂ P2, where fi = detNi,

by the map

(12) ιi(N
T
i )−1 : ⊕n

j=3O(m− 1)|Ui
→ ⊕n

j=1O(m− 2)|Ui
,
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where
ιi : ⊕n

j=3O(m− 2)|Ui
→ ⊕n

j=1O(m− 2)|Ui

is the inclusion into the summands corresponding to columns in Ni. Namely, NT
i is a (n− 2)× (n− 2)

matrix of linear forms in the variables x0, x1, x2. Its inverse can be expressed as a (n − 2) × (n − 2)
matrix of rational functions of degree −1. (By Cramer’s rule, each of these functions is the quotient of
a polynomial of degree n− 3 by fi.) This inverse defines a map

(NT
i )−1 : ⊕n

j=3O(m− 1)|Ui
→ ⊕n

j=3O(m− 2)|Ui
.

The set of open subsets U = {U0, U1, U2} is a cover of P2 for general conics Qi because ∩2i=0(P2 −Ui)
is the locus where M is less than full rank, and must be empty because NΛPn → ⊕n

j=1O(2) is injective
for general conics Qi. (See also Equation (6).) Let

δU : k[x0, . . . , xn]
n−2
m−1 → C1(U ; E∗ ⊗ L)

denote the Čech boundary map associated to the short exact sequence (10), the cover U and the splittings
Ni for i = 0, 1, 2 [26, III §4]. We will let Uij = Ui∩Uj and U012 = U0∩U1∩U2 when describing cocycles.
Additionally, we will view E∗ ⊗ L as a subsheaf of O(m − 2)n and write sections of E∗ ⊗ L as the
corresponding sections of O(m− 2)n. Let pi : O(m− 2)n → O(m− 2) denote the ith projection map. It
turns out that for any h = (h1, . . . , hn−2) ∈ k[x0, x1, xn]

n−2
m−1, we will only need to compute p1(δ

Uh(U01))

and pn(δ
Uh(U12)) and we do this now. Using the sections (12), we have

δUh(U01) = ι1(N
T
1 )−1h− ι0(N

T
0 )−1h

δUh(U12) = ι2(N
T
2 )−1h− ι1(N

T
1 )−1h

Since p1ι1 and pnι1 are both 0, we have

p1δ
Uh(U01) = −p1ι0(NT

0 )−1h

pnδ
Uh(U12) = pnι2(N

T
2 )−1h

The right hand side can be computed with Cramer’s rule:

p1δ
Uh(U01) =

−1
f0

det[h|(NT
0 )1](13)

pnδ
Uh(U12) =

1

f2
det[(NT

2 )n−2|h](14)

where (NT
0 )1 denotes the matrix (NT

0 ) with its first column removed and (NT
2 )n−2 denotes the matrix

(NT
2 ) with its last column removed. In other words, (NT

0 )1 = [Mij : i=2,...,n−2
j=3,...,n ]T denotes the n − 2 by

n − 3 matrix which is the transpose of the matrix obtained from M by removing the first and last two
rows of M . Similarly, (NT

2 )n−2 = [Mij : i=3,...,n−1
j=3,...,n ]T denotes the n − 2 by n − 3 matrix which is the

transpose of the matrix obtained from M by removing the first two and last rows of M . We have now
obtained the needed information from Čech cocycle representatives of the image of δ.

Step 3. Recall the isomorphism (8) L⊗2⊗det E∗ ∼= ωΛ produced by the canonical relative orientation
on the excess bundle E discussed previously. We next compute the restriction of this isomorphism to U012.
(The motivation for this is to assist in the computation of Tr of elements in H2(∧2(E∗ ⊗ L)) ∼= H2(ωΛ)
represented by Čech cocycles for the cover U .) The short exact sequence (10) determines a canonical
isomorphism

(15) ∧2(E∗ ⊗ L)⊗ ∧n−2O(m− 1)n−2 ∼= ∧nO(m− 2)n

[18, §1.3 p. 10]. The isomorphism (15) evaluated at U012 can be described using any local splitting s of
(10).

θ : ∧2(E∗ ⊗ L)(U012)
∼=−→ (∧nO(m− 2)n)⊗ (∧n−2O(1−m)n−2)(U012) ∼= O(−3)(U012)

induced from (15) is

θ(α ∧ β) = (α ∧ β) ∧ (∧n−2s(e1 ∧ . . . ∧ en−2))⊗ (e1 ∧ . . . ∧ en−2)
−1

where {e1, . . . , en−2} is a basis of O(m − 1)n−2(U012). (In particular, one can check that this is indeed
independent of the choice of local basis and splitting.) Choose the splitting to be s = ι1(N

T
1 )−1. The

map
∧n−2s : ∧n−2O(m− 1)n−2 → ∧n−2O(m− 2)n

of locally free sheaves on U1 factors through the direct summand

∧n−2ι1 : O(m− 2)⊗(n−2) ↪→ ∧n−2O(m− 2)n
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corresponding to the inclusion ι1 : O(m− 2)(n−2) → O(m− 2)n of all but the first and last summands.
Moreover, ∧n−2(NT

1 )−1 = f−1
1 by definition. Thus (∧n−2s)(γ) = (∧n−2ι1)(

γ
f1
)

Let p1n : O(m− 2)n → O(m− 2)2 denote projection onto the first and last factors. The second wedge
power

∧2p1n : ∧2O(m− 2)n → ∧2O(m− 2)2 ∼= O(m− 2)⊗O(m− 2) ∼= O(n− 5)

likewise defines a projection onto the direct summand. With this notation, we may write

(16) θ(α ∧ β) =
− ∧2 p1n(α ∧ β)

f1

Recall that we are identifying α and β as elements of O(m− 2)n using the canonical inclusion E∗⊗L ↪→
O(m− 2)n. (Note that the image under θ only depends on p1 of the first factor α and pn of the second
factor β. This will turn into the justification of the previous assertion that we only need to compute
p1(δ

Uh(U01)) and pn(δ
Uh(U12)) for h = (h1, . . . , hn−2) in k[x0, x1, xn]

n−2
m−1.)

Step 4. Having obtained the desired isomorphism (16) between det(E∗ ⊗ L) and O(−3), we turn to
computing the trace. The canonical trace map Tr : H2(Λ,O(−3))→ k pulls back to

TrU : C2(U ;O(−3)) ∼= O(−3)(U012)→ k

which is described as follows [29, Chapters 6,7,8]. We have by assumption that U is a cover, whence
the ring k[x0, x1, x2]/(f0, f1, f2) is a finite k-algebra, isomorphic to its localization at (x0, x1, x2). The

degree 3(n − 3) component (k[x0, x1, x2]/(f0, f1, f2))3(n−3) of k[x0,x1,x2]
(f0,f1,f2)

is a one-dimensional k-vector

space, generated by the socle E, defined by

E = det(aij) fi =

2∑
j=0

aijxj for i = 0, 1, 2,

which satisfies the property that

Jac(f0, f1, f2) = det

(
∂fi
∂xj

)
ij

= dimk(k[x0, x1, x2]/(f0, f1, f2)) · E.

The composition

(17) k[x0, x1, x2]3(n−3)

1
f0f1f2−→ O(−3)(U012)

TrU−→ k

sends E to 1, and factors through the quotient

k[x0, x1, x2]3(n−3) → (k[x0, x1, x2]/(f0, f1, f2))3(n−3).

In other words, we have the following [29, Proposition 6.3, Definition 7.3, Theorem 7.4, p. 72, Proposition
8.32].

Proposition 2.1. Suppose f0, f1, f2 in k[x0, x1, x2]n−2 are such that U = {U0, U1, U2} with Ui = {fi ̸=
0} i = 0, 1, 2 is a cover of P2. The trace map with respect to the Čech-cover U

TrU
(

(−)
f0f1f2

)
: k[x0, x1, x2]3(n−3) → k

is the k-linear map determined by sending (f0, f1, f2)3(n−3) to 0 and E to 1.

The Macaulay2 program CDTr given in §A computes the function (17) of Proposition 2.1. It is a
modification of S. Pauli’s program [40] to compute the EKL class.

Combining the above descriptions of TrU and θ from Steps 4 and 3 respectively, we may explicitly

compute the pairing H1(Λ, E∗)×H1(Λ, E∗)→ k equal to nA1

(E) in W (k). Since H1(Λ, E∗) is a quotient
of k[x0, x1, x2]

n−2
m−1, this amounts to explicitly computing the pairing

B′ : k[x0, x1, x2]
n−2
m−1 × k[x0, x1, x2]

n−2
m−1 → k

defined by

(h, h′) 7→ Tr(δ(h) ∪ δ(h′)).

Using our explicit Čech cocycles for δ(h) and δ(h′), the cup product δ(h)∪δ(h′) is represented by a Čech
cocycle consisting of the data of the element

δUh(U01)|U012
∧ δUh′(U12)|U012
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of (E∗ ⊗ L) ∧ (E∗ ⊗ L)(U012) ↪→ O(m − 2)n ∧ O(m − 2)n(U012). Combining equations (16), (13), and
(14), we conclude that

(18) B′(h, h′) = Tr(δ(h) ∪ δ(h′)) = TrU
(
det[h|(NT

0 )1] det[(N
T
2 )n−2|h′]

f0f1f2

)
.

Remark 2.2. Note that each fi is of degree n−2 and det[h|(NT
0 )1] and det[(NT

2 )n−2|h′] are each of degree
n− 3 +m− 1. Thus 1

f0f1f2
det[h|(NT

0 )1] det[(N
T
2 )n−2|h′] is of degree −3(n− 2) + 2(n− 3) + 2(m− 1) =

−n+ n− 1− 2 = −3 as required.

We express (18) in terms of M as follows. Let M l
i,j,v denote the matrix M with rows i, j, and v

removed along with column l. For h in k[x0, . . . , xn]m−1 and i = 1, . . . , n− 2, let hi denote the element
of k[x0, x1, x2]

n−2
m−1 with h in the ith summand and 0 elsewhere. The pairing B′ is then given

(hv, h
′
l) 7→ TrU

(
(−1)v−1+n−2−1+l−1hh′

f0f1f2
detMv

1,n−1,n detM
l
1,2,n

)
or more succinctly (n is odd)

(19) (hv, h
′
l) 7→ TrU

(
(−1)v+lhh′

f0f1f2
detMv

1,n−1,n detM
l
1,2,n

)
for h, h′ ∈ k[x0, . . . , xn]m−1.

For h in the image of MT : k[x0, . . . , xn]
n
m−2 → k[x0, . . . , xn]

n−2
m−1, we have that δh = 0 in H1(E∗⊗L).

It follows that the pairing B′ computed by (19) determines a pairing

(20) B :
k[x0, x1, x2]

n−2
m−1

MT (k[x0, x1, x2]nm−2)
×

k[x0, . . . , xn]
n−2
m−1

MT (k[x0, . . . , xn]nm−2)
→ k

by the same formula. We gather the above discussion into the following.

Proposition 2.3. Let k be a field of characteristic not 2 and let n be an odd positive integer. Let
Q1, . . . , Qn in k[x0, x1, . . . , xn] be homogeneous degree 2 polynomials vanishing on

Λ = {x3 = x4 = . . . = xn = 0} ∼= P2 ↪→ Pn ∼= Proj k[x0, x1, . . . , xn].

Define M to be the n by n − 2 matrix of (6), i.e. M describes the canonical map of vector bundles

NΛPn ∼= ⊕n
i=3O(1)

M→ ⊕n
i=1O(2)|Λ associated to the closed immersion Λ ↪→ {Qi = 0; i = 1, . . . , n}.

Let f0, f1 and f2 be the determinants of the principal minors of M defined in (11). Assume that
∩2i=0{fi ̸= 0} = ∅, which will occur for a general choice of Q1, . . . , Qn vanishing on Λ.

Then E := CokerM is a relatively oriented vector bundle on Λ, called the excess bundle.
Define the bilinear form

B′ : k[x0, x1, x2]
n−2
m−1 × k[x0, x1, x2]

n−2
m−1 → k

by (19) where m = (n − 1)/2. Then B′ vanishes on MT (k[x0, x1, x2]
n
m−2) and descends to a non-

degenerate, symmetric bilinear form

[B] :
k[x0, x1, x2]

n−2
m−1

MT (k[x0, x1, x2]nm−2)
×

k[x0, . . . , xn]
n−2
m−1

MT (k[x0, . . . , xn]nm−2)
→ k,

and the A1-Euler number of the excess bundle E is given by the equality in GW(k)

nA1

(E) = [B] +
1

2

((
n

2

)
+ n+ 1−

(
(n− 2)

(
m− 1 + n

n

)
− n

(
m− 2 + n

n

)))
(⟨1⟩+ ⟨−1⟩).

In particular, the image of nA1

(E) in W(k) is given by [B].

Proof. We use the description of nA1

(E) in [4, Theorem 1.1 p. 3 Corollary, Definition 2.1] as recalled

above. It follows that the image of nA1

(E) in W(k) is given by

H1(∧iE∗ ⊗ L)×H1(∧iE∗ ⊗ L) ∪→ Hr(∧rE∗ ⊗ L⊗2) ∼= H2(ωΛ)
Tr→ k

as likewise discussed above. We have just computed this pairing to be isomorphic to B. The value of

nA1

(E) in GW(k) is the sum of [B] and an integer multiple of (⟨1⟩+ ⟨−1⟩). Explicitly

nA1

(E) = [B] +
1

2

(
rank(nA1

(E))− rank(B)
)
(⟨1⟩+ ⟨−1⟩)
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where rank : GW(k) → Z denotes the rank function on the Grothendieck–Witt group. rank(nA1

(E)) is
the Euler number in Chow of E which is

(
n
2

)
+ n+ 1 by [15, Proposition 13.5]. Then note that

rank(B) = dim k[x0, . . . , xn]
n−2
m−1 − dim k[x0, . . . , xn]

n
m−2

= (n− 2)

(
m− 1 + n

n

)
− n

(
m− 2 + n

n

)
.

□

Proposition 2.3 leads to a quadratically enriched count of the intersection points of n general quadrics
containing a plane. Recall the transfer map on Grothendieck–Witt groups TrE/L : GW(E)→ GW(L) for
a finite degree separable extension of fields L ⊆ E of Equation (1) or more generally [38, Definition 4.28].
Suppose Q1, . . . , Qn ∈ k[x0, . . . , xn]2, so (Q1, . . . , Qn) defines a section σ of OPn(2)n. For p an étale zero
of (Q1, . . . , Qn), let Jacp(Q1, . . . , Qn) denote the Jacobian determinant of Section 1.8 Equation 5.

Theorem 2.4. Let k be a perfect field of characteristic not 2 and let n be an odd positive integer. Let
Q1, . . . , Qn in k[x0, x1, . . . , xn] be homogeneous degree 2 polynomials vanishing on

Λ = {x3 = x4 = . . . xn = 0} ∼= P2 ↪→ Pn ∼= Proj k[x0, x1, . . . , xn].

For a general choice of such Q1, . . . , Qn, we have ∩ni=1{Qi = 0} = Λ
∐

Γ where the scheme Γ is étale
over k and ∑

p∈Γ

Trk(p)/k Jacp(Q1, . . . , Qn) = 2n−1(⟨1⟩+ ⟨−1⟩)− nA1

(E).

where nA1

(E) is as in Proposition 2.3.

This computation is entirely explicit and can be implemented on the computer for a fixed n. (To see

this, note that in the definition (19) of B′, the map TrU is computed explicitly by Proposition 2.1.)

Example 2.5. For n = 5, we have quadrics (Q1, . . . , Q5) in k[x0, . . . , x5]
5 vanishing on Λ. As above,

define the matrix M by

Mij = M̃ij(x0, x1, x2, 0, . . . , 0)

where Qi =
∑n

j=3 M̃ijxj . In this example, m = 2 and we give a more explicit formula for the pairing

B′ : k[x0, x1, x2]
3
1 × k[x0, x1, x2]

3
1 → k

B′ ∼= B⊕5⟨0⟩
of Proposition 2.3 and Theorem 2.4. The matrix M is of the form

M =


M13 M14 M15

M23 M24 M25

M33 M34 M35

M43 M44 M45

M53 M54 M55


Define Fi = (−1)i detM i

1,n−1,n and Gi = (−1)i detM i
1,2,n for i = 3, 4, 5, so Fi and Gi are the following

F3 = −
∣∣∣∣M24 M25

M34 M35

∣∣∣∣ F4 =

∣∣∣∣M23 M25

M33 M35

∣∣∣∣ F5 = −
∣∣∣∣M23 M24

M33 M34

∣∣∣∣
G3 = −

∣∣∣∣M34 M35

M44 M45

∣∣∣∣ G4 =

∣∣∣∣M33 M35

M43 M45

∣∣∣∣ G5 = −
∣∣∣∣M33 M34

M43 M44

∣∣∣∣
Let {e3, e4, e5} denote the standard basis of k[x0, x1, x2]

3
1 as a k[x0, x1, x2]1-module. Then for any

linear forms x, x′ in k[x0, x1, x2]1, and i, j ∈ {3, 4, 5}, we have

(21) B′(xei, x
′ej) = TrU (

xx′

f0f1f2
FiGj)

Note that TrU is computed explicitly by Proposition 2.1.

B′ for n = 5 can be computed with the Macaulay2 code of Appendix A. It is not difficult to find
n-tuples of quadrics over a fixed field k such that ∩2i=0{fi ̸= 0} = ∅. Using Proposition 2.3, Theorem 2.4
and Macaulay2 it is likewise straightforward to compute the A1-Euler numbers of the excess bundles.
These A1-Euler numbers depend on the choice of quadrics.
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Example 2.6. Let k = F31. For quadrics (Q1, . . . , Q5) in k[x0, . . . , x5]
5 vanishing on Λ, the A1-Euler

number of the excess bundle is determined by Example 2.5 or Proposition 2.3. To simplify notation let
x = x0, y = x1 and z = x2. Suppose

M =


−15x− 8y − 14z −2x− 2y + 10z 12x− 5y − 10z
−8x− 14y − 2z 10x− 12y + 13z −15x− 15y + 13z
5x+ 11y + 14z −11x− 10y − 5z 14x− 2y + 3z
7x− 2y − 4z −10x+ 10z 4x− 5y − 4z
5x− 10y + 2z −12x+ 6y + 7z 8x− 10y − 11z

 .

This M corresponds to (Q1, . . . , Q5) satisfying the hypothesis of Proposition 2.3.
Then the bilinear form B : k[x, y, z]31 × k[x, y, z]31 → k is given by the matrix

−9 15 7 5 −8 1 6 −5 3
15 −1 −9 −8 −4 1 −5 6 7
7 −9 −14 1 1 6 3 7 −9
5 −8 1 −7 0 1 2 13 2
−8 −4 1 0 −3 0 13 −9 −12
1 1 6 1 0 −3 2 −12 10
6 −5 3 2 13 2 13 9 4
−5 6 7 13 −9 −12 9 15 2
3 7 −9 2 −12 10 4 2 9


Diagonalizing this matrix and removing the 5 dimensional subspace on which it is trivial, we have

that the A1-Euler number of the excess bundle is

⟨−9⟩+ ⟨−7⟩+ ⟨−10⟩+ ⟨−1⟩ = ⟨−1⟩+ ⟨−7⟩+ ⟨−10⟩+ ⟨−1⟩.

Macaulay2 checks that 70 is a square mod 31, so the A1-Euler number of the excess bundle is

2(⟨1⟩+ ⟨−1⟩).

Example 2.7. Let k = F31. The quadrics (Q1, . . . , Q5) vanishing on Λ corresponding to

M =


3x− 8y −12x+ 9y + 3z 4x− 12y + 6z

2x− 7y + 8z 9x+ 2y − 5z 14x− 9y − 4z
−11x− 3y − 2z 4x− 5y + 10z −13x+ 8y + 8z
−11x+ 15y + 15z −15x+ 10y − 14z 13x+ 10y + 11z
−15x+ 14y − 8z 8x− 6y + 3z 8x− 3y − 3z

 ,

satisfy the hypothesis of Proposition 2.3. The bilinear form B′ : k[x, y, z]31 × k[x, y, z]31 → k is computed
with Macaulay2 to be B′ = ⟨−2⟩+ ⟨3⟩+ ⟨−14⟩+ ⟨4⟩+ 5⟨0⟩. We have that the A1-Euler number of the
excess bundle is

⟨−2⟩+ ⟨3⟩+ ⟨−14⟩+ ⟨1⟩
which has nonsquare discriminant.

Examples 2.6 and 2.7 imply:

Corollary 2.8. The quadratically enriched count of the points of Λ given∑
p∈Γ

Trk(p)/k Jacp(Q1, . . . , Qn)

does not satisfy invariance of number, although its classical analogue
∑

p∈Γ[k(p) : p] does.

Remark 2.9. Examples 2.6 and 2.7 were found by constructing matrices M with random (linear) en-
tries over arbitrary human-chosen (smallish) finite fields, and verifying the required properties using
Macaulay2.

3. Conics tangent to 5 conics

Let k be a field of characteristic not 2, and let V be a 3-dimensional vector space over k. Consider
the projective plane PV = Proj⊕∞

i=0 Sym
i V ∗ ∼= P2

k. The space of conics in PV can be identified with

P Sym2 V ∗ ∼= P5
k. For a smooth conic C in the plane PV , the conics tangent to C form a Cartier divisor

σC : OP5 → O(6). See for example [14, 8.1(b)]. Let ZC ↪→ P5 denote the corresponding closed subscheme.
Inside ZC are points corresponding to double lines, for which we use the following notation.
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Let S ↪→ P5
k denote the Veronese surface which is the scheme theoretic image of the Veronese map

PV ∗ → P Sym2 V ∗ sending ℓ in V ∗ to ℓ2 in Sym2 V ∗. Let

π : X = BlSP5 → P5

denote the blow-up of P5 along S, and let E denote the exceptional divisor of π. For a generic conic, the
proper transform Z̃C of ZC by the blow-up π : X → P5 is a Cartier divisor with associated line bundle
O(−2E) ⊗ π∗O(6). See for example [23, p. 750-751]. Let σ̃C : OX → O(−2E) ⊗ π∗O(6) denote the
corresponding section. Let V → X be the vector bundle on X given by V = ⊕5

i=1O(−2E)⊗ π∗O(6).
There is an isomorphism ωX

∼= ωP5 ⊗O((3− 1)E) [26, p. 188] , whence an isomorphism

ωX
∼= π∗O(−6)⊗O(2E).

Since we have an isomorphism

detV ∼= ⊗5
i=1(O(−2E)⊗ π∗O(6)),

we may combine to produce a relative orientation

ωX ⊗ detV ∼= O(−2E)⊗4 ⊗ π∗O(6)⊗4 ∼= L⊗2

of V/X where L is the line bundle L = O(−2E)⊗2 ⊗ π∗O(6)⊗2. (See Definition 1.4 for the definition
of a relative orientation.) It will not matter here which isomorphism we choose. Note this choice is
equivalent to the choice of relative orientation. The set of choices of relative orientation here is a torsor

under k∗/(k∗)2. Since V has an odd dimensional summand, we have that the A1-Euler number nA1

(V)
is a multiple of ⟨1⟩+ ⟨−1⟩ [44, Proposition 19] [32, Proposition 3.4].

We have a canonical relative orientation of ⊕5
i=1O(6) on P5 resulting from the canonical isomorphism

ωP5/k ⊗ det(⊕5
i=1O(6)) ∼= O(12)⊗2 as in §1.4.

For a general choice of 5 conics C1, . . . , C5, the intersection ∩5i=1Z̃Ci
is disjoint from E [23, Assertion

3 p. 750, p.754] or [15, 8.2.3, 8.2.1 p. 301] (To use the reference [15, 8.2.3], note the space of complete
conics is the blowup BlSP5 by [15, 8.2.1 p. 301], so our X notation is consistent with theirs.) Moreover a

point of ∩5i=1Z̃Ci corresponds to a smooth conic C [15, 8.2.3, p. 302-303]. By [15, 8.2.3 Lemma 8.7, 8.5]

Z̃Ci
is smooth at C and the only point of mutual intersection of the tangent spaces TCZ̃Ci

for i = 1, . . . , 5

is the origin ∩5i=1TCZ̃Ci
= {0}. It follows that ∩5i=1Z̃Ci

is étale at C. We thus have that for a general

choice of 5 conics C1, . . . , C5, the intersection ∩5i=1Z̃Ci
is disjoint from E and finite étale over k. The

degree of ∩5i=1Z̃Ci over k is 3264 by Chasles’s theorem [15, Theorem 8.9].
Define sections σ of ⊕5

i=1O(6) and σ̃ of V by σ = ⊕5
i=1σCi

and σ̃ = ⊕5
i=1σ̃Ci

respectively. Via the
canonical trivialization of O(E) away from E, we have

indCσ = indC σ̃

for every C in ∩5i=1Z̃Ci , where indC denotes the local index of the appropriate sections of the corre-
sponding relatively oriented bundles at the isolated zero C. Note that indCσ can be computed by the
formulas of Equations (4) and (5).

We therefore have ∑
C conic tangent to all Ci

indCσ =
∑

C conic tangent to all Ci

indC σ̃ = nA1

(V).

Since ∩5i=1Z̃Ci is finite, étale of degree 3264 over k, the rank of the middle sum (say) is 3264. Since

nA1

(V) is a multiple of ⟨1⟩+ ⟨−1⟩, it follows that

nA1

(V) = 3264

2
(⟨1⟩+ ⟨−1⟩).

This shows the following enriched version of the 5-conics problem.

Theorem 3.1. Let k be a perfect field of characteristic not 2. For C1, . . . , C5 general conics in P2
k, there

is equality in GW(k) ∑
C conic tangent to all Ci

Trk(C)/k⟨Jacσ(C)⟩ = 3264

2
(⟨1⟩+ ⟨−1⟩),

where σ = ⊕5
i=1σCi

is the section of ⊕5
i=1O(6) corresponding to C1, . . . , C5.

Question 3.2. Is there an interpretation of

Trk(C)/k⟨Jacσ(C)⟩ = indCσ

in terms of the arithmetic-geometry of C,C1, . . . , C5?
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Remark 3.3. In contrast to Corollary 2.8, this excess intersection problem satisfies invariance of number
in both the classical and quadratically enriched settings. In more detail, the refined Euler class e(W, σ) ∈
HZ̃W∗

{σ=0}(P
5
k) of W = ⊕5

i=1OP5(6) in Chow–Witt cohomology with support in {σ = 0} has a component

associated to the Veronese surface S ⊂ {σ = 0} via the isomorphism HZ̃W∗

{σ=0}(P
5
k)
∼= ⊕Z0⊂σ=0HZ̃W∗

{Z0}(P
5
k)

where Z0 runs over the connected components of {σ = 0}. (See Section 1.8 for some information on

Chow–Witt groups and refined Euler classes.) Pushing forward these components expresses nA1

(W)
as a sum in GW(k) of a contribution from the connected component of {σ = 0} with support S and
contributions from each other connected component (all of which are isolated points). Theorem 3.1

shows that the contribution from S is 65−3264
2 (⟨1⟩+ ⟨−1⟩), which is independent of the choice of conics.

The component ZS of {σ = 0} supported on S is non-reduced, however (corresponding to the O(−2E)
term in the proper transfer above) [15, p 463(d)]. The closed immersion ZS ↪→ P5

k is not a regular
embedding, preventing us from defining an excess bundle and applying [17, Theorem p.2] [12, Proposition
3.3.4] or [4, Remark 5.22].

We turn to the development of tools for computing A1-excess and residual intersections without
assuming the existence of an excess bundle or extensive knowledge of the particular geometry.

4. Complements on residual intersections

We recall, strengthen and generalize some results of Eisenbud–Ulrich [16] on canonical modules in
residual intersections.

4.1. Introduction. Throughout this section, except for §§4.3,4.6, we fix a noetherian local Gorenstein
ring R and an ideal I of codimension g.

4.1.1. Residual intersections. Let J ⊂ I be an ideal which can be generated by s ≥ g elements. Then
K = J : I is called an s-residual intersection if codimK ≥ s. The residual intersection is called geometric
if codimK + I ≥ s+ 1. We put t = s− g ≥ 0. The case t = 0 is called linkage [42].

4.1.2. Geometric interpretation. Recall that we have an equality of sets

Z(J) = Z(K) ∪ Z(I) ⊂ Spec(R)

(e.g. apply [45, Tags 00L3(4) and 00L2] to 0→ I/J → R/J → R/I → 0) and so in particular

Z(K) ⊃ Z(J) \ Z(I).

One may prove that equality holds if J is reduced, but not in general [11, Chapter 4 §4 Theorem 7 ] (the
hypothesis that k be algebraically closed here is not necessary because we use schemes not varieties).
We will constantly use this geometric interpretation. One consequence is that if codim I > codim J then
codimK = codimJ .

4.1.3. Standard hypotheses. In order to control the situation, one puts conditions on I. Denote by µ(I)
the minimal number of generators of an ideal I. We say that I satisfies the condition Gs if

µ(IP ) ≤ codimP

for all prime ideals P ⊃ I with codimP ≤ s− 1 [16, §1]. We say that I satisfies the condition Dt if

depth(R/Ij) ≥ dim(R/I)− j + 1

for all j ≤ t.

Definition 4.1. In the language of [16, §1], for fixed s and t = s−codim I, I satisfies the weak, standard
or strong hypothesis if I satisfies Gs and in addition Dt−1, Dt or Dt+1.

Remark 4.2. Observe that Gs implies Gs−1 and Dt implies Dt−1. In particular the strong hypothesis
implies the standard hypothesis, and so on, justifying the terminology.

For us, the main utility of the strong hypothesis is that it ensures that if K = J : I is an s-residual
intersection then R/K is Cohen–Macaulay. Moreover then It+1/JIt is a canonical module for R/K. See
[16, Theorem 3.1]. Similarly if I satisfies the standard hypothesis, then it satisfies the strong hypothesis
with respect to s−1, and hence any (s−1)-residual intersection Ks−1 = Js−1 : I is also Cohen–Macaulay.
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4.1.4. Good generators. Let J = (a1, . . . , as) be a sequence of generators of J . We put Ji = (a1, . . . , ai)
and Ki = Ji : I. We call the generators good if Ki is a geometric i-residual intersection for all g ≤
i < s. Note in particular that since I has codimension g and Kg has codimension g, also Jg must have
codimension g (see the end of §4.1.2); in other words (a1, . . . , ag) is a regular sequence [6, Theorem
2.1.2(c)].

If I satisfies Gs then good generators always exist [47, Corollary 1.6(a)].

4.2. Freeness of the conormal module.

Proposition 4.3. Let K = J : I be an s-residual intersection in the local noetherian Gorenstein ring R.
Suppose that I satisfies the weak hypothesis. Then J/KJ is free over R/K. In fact if a1, . . . , as generate
J , then J/KJ is free on their images.

Proof. Generators a1, . . . , as yield a surjection (R/K)s → J/KJ . If J/KJ ≃ (R/K)s then the map is
necessarily an isomorphism [36, Theorem 2.4]; hence we may pick generators conveniently.

Let a1, . . . , as be good generators (see §4.1.4). We shall show by induction on u that Ju/KuJu is free
on the images of the aj ; the desired result is the case u = s. We must thus show that whenever

x1a1 + · · ·+ xuau =: r ∈ KuJu

then xj ∈ Ku for all j. By assumption we have r = w1a1 + · · · + wuau, with wj ∈ Ku. To prove that
xj ∈ Ku we may as well show that xj − wj ∈ Ku; hence we may replace xj by xj − wj and so assume
that r = 0. By [16, Proposition 3.3(1)], au is regular on Ru−1 = R/Ku−1, in the sense that au is not a
zero-divisor in Ru−1. Since

xuau = −(x1a1 + · · ·+ xu−1au−1) ∈ Ju−1 ⊂ Ku−1,

we have xuau = 0 in Ru−1, whence xu ∈ Ku−1 by regularity of au. Let i be an element of I. Then
xui ∈ Ku−1I ⊂ Ju−1, so xui = y1a1 + · · · + yu−1au−1. Multiplying the original equation by i and
substituting our expression for xui we get

(ix1 + auy1)a1 + · · ·+ (ixu−1 + auyu−1)au−1 = 0.

By induction, the coefficients ixj + auyj are in Ku−1, so that ixj ∈ Ku−1 + (au). Since i was arbitrary,
it follows that xj ∈ (Ku−1 + (au)) : I. By [16, Proposition 3.3(1)],

Ku = (Ku−1 + (au)) : (Ku−1 + I).

From the definition of ideal quotients, we have (Ku−1 + (au)) : (Ku−1 + I) = (Ku−1 + (au)) : I. Thus
Ku = (Ku−1 + (au)) : I and xj ∈ Ku as desired. □

4.3. Modified Koszul complexes. In anticipation of globalizing our results in the last subsection, we
formulate the following in a slightly more general form than strictly needed right now.

Definition 4.4. Let X be a scheme, V a vector bundle on X, σ a section of V ,

J = Im(σ∗ : V ∗ → OX),

I ⊃ J an ideal sheaf and t ≥ −1. Denote by Kos(V, σ)• the usual Koszul complex, so that Kos(V, σ)n =
ΛnV ∗. See for example, [45, Tag 0622]. Let

Kos′(V, σ)n = It+1−nKos(V, σ)n ⊂ Kos(V, σ)n,

where Ii := OX for i ≤ 0. This is a complex (because the differential of Kos(V, σ)• is essentially given
by multiplication by σ∗), which we call the modified Koszul complex. If V has rank s, projection to the
highest term defines a canonical map

αV,σ : Kos′(V, σ)→ Kos(V, σ)→ Σs detV ∗.

By construction π0Kos′(V, σ) ≃ It+1/JIt (and πiKos′(V, σ) = 0 for i < 0) and hence we have another
canonical map

Kos′(V, σ)→ It+1/JIt.

Definition 4.5. Taking V = Os
X , σ = (a1, . . . , as) corresponds to a choice of s generators of J . In this

case we write
Kos′(a1, . . . , as) := Kos′(V, σ)

and denote the map αV,σ by αa1,...,as .

Remark 4.6. For fixed t, Kos′ is functorial in the data (V, σ, I). That is, given another vector bundle V ′

and a morphism f : V ′∗ → V ∗, we obtain f∗ : Kos(V ′, f∗σ) → Kos(V, σ) given in degree n by Λnf [45,
Tag 0624]. This restricts to f∗ : Kos′(V ′, f∗σ)→ Kos′(V, σ).
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4.4. Canonical traces. Fix an s-residual intersection K = J : I satisfying the strong hypothesis. We
work in the derived category of R. Write D(−) = RHom(−, R) for the standard duality. Since R is
Gorenstein, R/K is Cohen–Macaulay of codimension s (see §4.1.3), and It+1/JIt is a canonical module
for R/K [16, Theorem 3.1], there exists a non-canonical isomorphism [6, Proposition 3.3.3(bi), Theorem
3.3.4(b) and Theorem 3.3.7]

ΣsD(R/K) ≃ It+1/JIt.

Remark 4.7. In fact, given a choice of good generators of J , [16, Theorem 4.1] exhibits a specific such
isomorphism. One easily sees that this depends on the choices; for example multiplying any one of the
generators by a unit of R changes the isomorphism by that unit.

To obtain a canonical isomorphism, we shall tensor the right hand side by the line bundle det(J/KJ)∗;
this makes sense by Proposition 4.3. Before we can do so, we need the following result.

Lemma 4.8. Suppose that I satisfies the standard hypothesis and J = (a1, . . . , as). Then the map
Kos′(a1, . . . , as)→ It+1/JIt (constructed in Definition 4.4) is an equivalence.

Proof. We first show that this assertion is independent of the choice of generators. By Remark 4.6,
given a free finitely generated module F and a surjection σ∗ : F ∗ → J , we functorially obtain a complex
Kos′(F, σ) and a morphism Kos′(F, σ) → It+1/JIt. Now let (b1, . . . , bs) be another set of generators of
J . Writing the bi in terms of the aj we obtain a (perhaps non-unique) matrix M : Rs → Rs such that
σ∗
a ◦M = σ∗

b . Thus there is an induced morphism Kos′(M) : Kos′(Rs, σb)→ Kos′(Rs, σa) over I
t+1/JIt.

The two maps σ∗
a, σ

∗
b : Rs → J become isomorphisms modulo K by Proposition 4.3, so that also M must

be an isomorphism modulo K as well. Thus in particular M is surjective (R being local), and hence
an isomorphism [36, Theorem 2.4]. Consequently the desired statement for the two sets of generators is
equivalent.

We may thus assume that the generators (a1, . . . , as) are good. Consider the graded ring

S =
⊕
j∈Z

S(j), S(j) := Ij ,

where Ij := R for j ≤ 0. We have elements a1, . . . , as ∈ S(1). The grading on S supplies the Koszul
complex KosS(a1, . . . , as) with an additional grading, i.e. a decomposition of complexes

KosS(a1, . . . , as) =
⊕
i

KosS(a1, . . . , as)
(i), KosS(a1, . . . , as)

(i)
n = (ΛnSs)(i−n).

We have KosS(a1, . . . , as)
(t+1) = Kos′(a1, . . . , as). We shall prove by induction on 0 ≤ i ≤ s that for

i− g + 1 ≤ j ≤ t+ 1 we have KosS(a1, . . . , ai)
(j) ≃ Ij/JiI

j−1. Since

π0(KosS(a1, . . . , ai)) ∼= S/Ji,

this is equivalent to the claim that for such (i, j), the complex KosS(a1, . . . , ai)
(j) has homology groups

concentrated in degree 0.
If i = 0, then KosS(a1, . . . , ai) ∼= S and the complex KosS(a1, . . . , ai)

(j) is concentrated in degree 0
for all j. Assume the claim holds for i− 1, and let i− g + 1 ≤ j ≤ t+ 1. We have a cofiber sequence

KosS(a1, . . . , ai−1)
(j−1) ai−→ KosS(a1, . . . , ai−1)

(j) → KosS(a1, . . . , ai)
(j).

By induction, the complexes KosS(a1, . . . , ai−1)
(j−1) and KosS(a1, . . . , ai−1)

(j) are concentrated in degree
0, so the first map is equivalent to

Ij−1/Ji−1I
j−2 ai−→ Ij/Ji−1I

j−1,

and it suffices to show this map is injective.
For j ≤ 1, we have Ij−1/Ji−1I

j−2 = R/Ji−1 and Ij/Ji−1I
j−1 ⊆ R/Ji−1. It thus suffices to prove that

the composite of multiplication by ai

R/Ji−1 → I/Ji−1 ⊂ R/Ji−1

is injective. Since i − g + 1 ≤ j ≤ 1 we have that i ≤ g. But (a1, . . . , ag) is a regular sequence (see
§4.1.4), so we are done in this case.

If j ≥ 2, the induction step is provided by [47, Lemma 2.7(a)], applied with r = t (the condition AN−
s−1

[47, Definition 1.2] is implied by ANs−1 which follows from the standard hypothesis; see §4.1.3). □

Here is the main result of this section.

Theorem 4.9. Let K = J : I be an s-residual intersection (in a noetherian local Gorenstein ring R)
satisfying the strong hypothesis. Pick generators J = (a1, . . . , as). The following hold.
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(1) The composite

τ : It+1/JIt ⊗R/K det(J/KJ)∗ ≃ It+1/JIt ≃ Kos′(a1, . . . , as)
αa1,...,as−−−−−−→ ΣsR

(where the first equivalence is via da1 ∧ · · · ∧ das ∈ det(J/KJ)∗ and the second is by Lemma 4.8;
for αa1,...,as see Definition 4.5) is independent of the choice of generators.

(2) The map

τ † : It+1/JIt ⊗R/K det(J/KJ)∗ → ΣsD(R/K)

adjoint to the composite

R/K ⊗L
R (It+1/JIt ⊗R/K det(J/KJ)∗)→ R/K ⊗R (It+1/JIt ⊗R/K det(J/KJ)∗)

mult−−−→ It+1/JIt ⊗R/K det(J/KJ)∗
τ−→ ΣsR

is an isomorphism.

Remark 4.10. (1) Recall that given an ∞-category C and objects X,Y ∈ C, we obtain a space
Map(X,Y ). When working with∞-categories, any sensible construction should produce a point
in the space Map(X,Y ) and not in the set π0Map(X,Y ). Similarly, when comparing two con-
structions, one should not just show that two points of Map(X,Y ) have the same image in
π0Map(X,Y ), but in addition provide a specific path between the two points. This additional
bookkeeping is how ∞-categories overcome problems that plague derived categories (such as
non-uniqueness of cones).

(2) There is one case in which “doing the right thing” (providing points and paths in Map(X,Y )) is
the same as “doing the old thing” (providing points of and checking equalities in π0Map(X,Y )),
namely when Map(X,Y ) is discrete (i.e. πi(Map(X,Y ), f) = 0 for all i > 0, f ∈ Map(X,Y ); in
other words Map(X,Y )→ π0Map(X,Y ) is an equivalence of spaces).

(3) Theorem 4.91 asserts that a certain construction is independent of choices. A priori this at least
means that for any two choices we should provide an explicit homotopy connecting them; even
better we should prove that the space of such homotopies is contractible. Luckily the space of
maps from It+1/JIt⊗R/K det(J/KJ)∗ to ΣsR is equivalent (perhaps non-canonically, before the
theorem is proved) to

Map(R,ΣsD(It+1/JIt ⊗R/K det(J/KJ)∗)) ≃ Map(R,D2(R/K)) ≃ R/K

and so in particular is discrete. Thus the space of homotopies is contractible if and only if it
is nonempty, that is, for any two choices, the resulting maps are homotopic. In other words
establishing the strongest possible meaning of “independent of choices” is equivalent to the
weakest possible meaning in this case.

Proof of Theorem 4.9. We first show 1, i.e. that τ is independent of the choice of generators. Thus
let (a1, . . . , as) and (a′1, . . . , a

′
s) be two such choices. As in the proof of Lemma 4.8, writing the a′i in

terms of the ai we obtain from Remark 4.6 an invertible matrix M : Rn → Rn inducing Kos′(M) :

Kos′(a′1, . . . , a
′
s)

≃−→ Kos′(a1, . . . , as). Put d = detM ∈ R×. The map R ≃ Kos(a′1, . . . , a
′
s)s →

Kos(a1, . . . , as)s ≃ R is given by multiplication by d, and hence the same is true for the restriction
to the subcomplexes Kos′. Consequently the left hand square of the following diagram commutes; the
right hand square also commutes essentially by construction

ΣsR
αa′

1,...,a′
s←−−−−−− Kos′(a′1, . . . , a

′
s)

≃−−−−→ It+1/JIt ⊗R/K det(J/KJ)∗

d

y Kos′(M)

y d

y
ΣsR

αa1,...,as←−−−−−− Kos′(a1, . . . , as)
≃−−−−→ It+1/JIt ⊗R/K det(J/KJ)∗.

The unlabelled horizontal maps are the canonical equivalences (of Lemma 4.8), twisted by the deter-
minant of the duals of the generators. If τ and τ ′ denote the relevant composites we seek to prove are
homotopic, we thus learn that dτ ′ = τd. The result follows since d is a unit.

To prove 2, i.e. that τ † is an equivalence, we may thus choose generators conveniently, and so assume
they are good (see §4.1.4). Also the twist by det(J/KJ)∗ is irrelevant for this problem. We prove by
induction on i, for g ≤ i ≤ s, that τ †a1,...,ai

: Ii−g+1/JiI
i−g → ΣiD(R/Ki) is an isomorphism.
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Consider first the case i = g. The commutative diagram

I/Jg ≃ Kos′(a1, . . . , ag)

R/Jg ≃ Kos(a1, . . . , ag) ΣgR

αV,σ

(the bottom left hand equivalence is because a1, . . . , ag is a regular sequence (see §4.1.4) and the top
left hand equivalence is by Lemma 4.8) induces by passing to adjoints (using Lemma 4.11 below) a
commutative diagram

(22)

I/Jg ≃ Kos′(a1, . . . , ag) ΣgD(R/Kg) ≃ ωR/Kg

R/Jg ≃ Kos(a1, . . . , ag) ΣgD(R/Jg) ≃ ωR/Jg
.

ι

σ

(E.g. the map I/Jg → ΣgD(R/Kg) is equivalent by adjunction to a map I/Jg⊗LR/Kg → ΣgR, which we
obtain from the R/Kg-module structure on I/Jg and the map I/Jg → ΣgR.) Here the map ι is the dual
of R/Jg → R/Kg and the left hand vertical map is the canonical inclusion. Noting that I/Jg = I ·R/Jg,
it suffices to prove that σ is an isomorphism and ι is an injection with image I · ωR/Jg

. Unwinding the
definitions, the map σ identifies with the canonical self-duality of Kos(a1, . . . , ag) [13, Proposition 17.15],
whence the former statement holds. The latter statement is [16, Theorem 4.1(1)].

Now suppose the result has been proved for i−1. LetK ′′ be the mapping cone on Kos′(a1, . . . , ai−1)
ai−→

Kos′(a1, . . . , ai−1), and similarly let R′′ be the mapping cone on R/Ki−1
ai−→ R/Ki−1. We have a

canonical inclusion Kos′(a1, . . . , ai) ⊂ K ′′. Since ai is regular on R/Ki−1 [16, Proposition 3.3(1)],
R′′ ≃ R/(Ki−1 + (ai)) is a ring and K ′′ is an R′′-module; in fact K ′′ is a canonical module for R′′ (and
so in particular concentrated in degree 0), since Kos′(a1, . . . , ai−1) is for R/Ki−1 by induction (use [6,
Theorem 3.3.5]). The commutative diagram

K ′′ ΣKos′(a1, . . . , ai−1) ΣiR

Kos′(a1, . . . , ai)

∂ Σαi−1

αi

induces by adjunction (using Lemma 4.11 below) a commutative diagram

(23)

K ′′ (τ†
i−1)

′

−−−−→ ΣiD(R′′) ≃ ωR′′

ι′

x ι

x
Kos′(a1, . . . , ai)

τ†
i−−−−→ ΣiD(R/Ki) ≃ ωR/Ki

.

The map (τ †i−1)
′ sits in a diagram of cofiber sequences

Kos′(a1, . . . , ai−1)
ai−−−−→ Kos′(a1, . . . , ai−1) −−−−→ K ′′

τ†
i−1

y τ†
i−1

y (τ†
i−1)

′
y

ΣiD(R/Ki)
ai−−−−→ ΣiD(R/Ki) −−−−→ ΣiD(R′′)

and hence is an isomorphism. The map ι is dual to the projection R′′ → R/Ki and is an injection with
image I · ωR′′ [16, Corollary 4.3]. The map ι′ identifies with the natural map

Ii−g+1/JiI
i−g → Ii−g/(Ji−1I

i−g−1 + aiI
i−g) =: M

Its image is I ·M , and it is injective because

Ii−g+1 ∩ (Ji−1I
i−g−1 + aiI

i−g) = Ii−g+1 ∩ Ji−1I
i−g−1 + aiI

i−g

⊂ Ii−g+1 ∩Ki−1 + aiI
i−g = JiI

i−g−1,

where the last equality is by [16, Proposition 3.3(5)]. Hence τi is an isomorphism as desired.
□
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We made use of the following general 1-categorical construction (which we apply to the homotopy
category of D(R)). For the notion of commutative algebra in a symmetric monoidal category, and
categories of modules thereover, see [5, 4.1] or [35, 1.2 and 1.3, Def 1.2.8, Def 1.2.10].

Lemma 4.11 (Passage to adjoints). Let C be a closed symmetric monoidal category with tensor product
⊗ and internal hom Hom, A → B ∈ CAlg(C), M a B-module, N an A-module, and P ∈ C. Suppose
given an A-module morphism M → N and a morphism N → P . Then the commutative diagram

M

N P

induces a canonical commutative diagram

M −−−−→ Hom(B,P )y y
N −−−−→ Hom(A,P ).

Proof. Expand the diagram as

Hom(B,M) Hom(B,P )

M Hom(A,M)

N Hom(A,N) Hom(A,P ).

All cells commute for trivial reasons. □

4.5. Aside: explicit duality. The canonical trace maps of Theorem 4.9 can be made more explicit,
at least in some cases. These results are not used in the sequel, and so the reader may wish to skip
this subsection. In what follows, we give an explicit formula for the trace map in a geometric residual
intersection, generalizing the work of Scheja–Storch [43].

Remark 4.12. Without the geometricity assumption, the most optimistic potential formulas for the trace
forms are false. This is discussed (with slightly different emphasis) in [16, §7].

Lemma 4.13. Notation and assumptions as in Theorem 4.9. The following two maps are homotopic:

ΣsD(R/K)⊗ det(J/KJ)
(τ†)−1

−−−−→ It+1/JIt ⊗ det(J/KJ)∗ ⊗ det(J/KJ)

≃ It+1/JIt → R/J

and

ΣsD(R/K)⊗ det(J/KJ)
(1)
≃ ΣsD(R/K)

(2)−−→ ΣsDKos(a1, . . . , as)

(3)
≃ Kos(a1, . . . , as)

(4)−−→ R/J.

The last map of the first composite is induced by It+1 → R → R/J . In the second composite, (1)
trivializes det(J/KJ) using the generators (a1, . . . , as) of J/KJ , (2) is dual to Kos(a1, . . . , as)→ R/J →
R/K, (3) is the canonical self duality of the Koszul complex and (4) is Kos(a1, . . . , as)→ R/J .

If the residual intersection is geometric, these maps (of R-modules concentrated in homotopical degree
0) are injective.

Proof. Note that the first map does not depend on the choice of generators. We first show the same
holds for the second. If a′1, . . . , a

′
s is a second set of generators of J , then writing the a′i =

∑
j Mijaj we

obtain a map f = Kos(M) : Kos(a1, . . . , as)→ Kos(a′1, . . . , a
′
s). The pairing

Kos(a1, . . . , as)⊗Kos(a1, . . . , as)
f⊗f−−−→ Kos(a′1, . . . , a

′
s)⊗Kos(a′1, . . . , a

′
s)

m−→ ΣsR

is readily verified to be det(M) ·m, where m is the usual pairing (i.e. multiplication followed by projec-
tion). This implies that the two maps

ΣsD(R/K)→ ΣsDKos(?) ≃ K → R/J,
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where Kos(?) is either Kos(a1, . . . , as) or Kos(a′1, . . . , a
′
s), differ precisely by det(M). Using this one

easily checks that when incorporating the twist by det(J/KJ), the second map in the statement indeed
becomes independent of the choice of generators.

It follows that we may assume the generators are good, and we may ignore the twists. By induction,
we shall prove the statement for the ideal Ji = (a1, . . . , ai), g ≤ i ≤ s. In the case i = g, Diagram (22)
precisely shows what we want (the two composites in question are obtained by traversing Diagram (22)
from top right hand corner to bottom left hand corner in the two possible ways, inverting the horizontal
isomorphisms).

Now we prove by induction on i > g the remaining cases. Consider the diagram (in which /ai means
cofiber of multiplication by ai)

ΣiDKos(a1, . . . , ai) ΣiD(Kos(a1, . . . , ai−1)/ai)

ΣiD(R/Ki) ΣiD((R/Ki−1)/ai) R/(Ji−1 + (ai)) = R/Ji

Ii−g+1/JiI
i−g Ii−g/(Ii−g−1 + aiI

i−g).

The upper square commutes, the lower square commutes essentially by construction (see also Diagram
(23)), and the triangle commutes by induction (it is obtained from the commuting triangle for i− 1 by
dividing out ai). This implies commutativity of the two longest paths, which is the desired statement.

Finally we prove the injectivity statement in the case of geometric residual intersections. By [16,
Proposition 3.3(5)] we have It+1 ∩ J ⊂ It+1 ∩K = JIt, which implies what we want. □

Remark 4.14. In the case of a geometric residual intersection, Lemma 4.13 supplies an alternative con-
struction of the canonical trace. (Restrict the codomain of the second map to its image to obtain an
isomorphism).

We denote by
τ̄ : ΣsD(R/K)→ R/J

the map considered in Lemma 4.13 (trivializing the twist for a given choice of generators). For modules
M,N over a complete local ring R, we denote by M⊗̂N the completed tensor product.

Proposition 4.15. Let K = J : I be an s-residual intersection satisfying the strong hypothesis. Suppose
in addition that R = A[[T1, . . . , Ts]], A is regular local and A → R/K is finite. Pick generators J =
(a1, . . . , as).

The kernel of R ⊗̂AR → R is generated by Ti ⊗ 1 − 1 ⊗ Ti (as an ideal of R ⊗̂AR), and contains
ai ⊗ 1− 1⊗ ai. Write

ai ⊗ 1− 1⊗ ai =
∑
j

bij(Ti ⊗ 1− 1⊗ Ti),

for some bij ∈ R ⊗̂AR. Let
∆̄ ∈ R/K ⊗A R/J

be the image of det(bij). Write

∆̄ =
∑
k

rk ⊗ ik,

with rk ∈ R/K and ik ∈ R/J .

(1) The morphism

β : HomA(R/K,A) ≃ ΣsD(R/K)
τ̄−→ R/J

is given by

(24) φ 7→
∑
k

φ(rk)ik.

(2) If the residual intersection is geometric and the generators are good, then ∆̄ is contained in the
image of (the injective map)

R/K ⊗A It+1/JIt → R/K ⊗A R/J.

In particular one may choose ik ∈ It+1/JIt and the isomorphism

HomA(R/K,A) ≃ ΣsD(R/K)
(τ†)−1

−−−−→ It+1/JIt
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is given by (24).

Proof. Put B := R/K. Firstly, note that B is flat over A by [13, Theorem 18.16] (recall that R/K
is Cohen–Macaulay of codimension s). The kernel of the multiplication having the described form is
standard, as is the isomorphism ΣsD(R/K) ≃ HomA(R/K,A).

1 The map R⊗A B → B is surjective with kernel generated by Ti ⊗ 1− 1⊗ ti, where ti is the image
of Ti in B; indeed it is a base change of R⊗̂AR → R. Since B is finite flat over A, the dimension of
R⊗AB is the same as that of R, and hence B has codimension s on R⊗AB, just as on R. It follows that
the Ti ⊗ 1− 1⊗ ti form a regular sequence on R⊗A B; denote by Kos(T − t) the corresponding Koszul
complex. This is a resolution of B by free (R⊗A B)-algebras, whence projective R-algebras. Denote by
Kos(a) the Koszul complex of the sequence a1, . . . , as. Since Kos(T − t) is a projective resolution, the

composite Kos(a) → R/J → R/K lifts along R/K
≃←− Kos(T − t) to a map ζ : Kos(a) → Kos(T − t).

By definition the map β is obtained as

HomA(B,A) ≃ π0Σ
sD(R/K) ≃ π−s HomR(Kos(T − t), R)

ζ∗

−→ π−s HomR(Kos(a), R) ≃ R/J.

Recall that Kos(a) is defined as an exterior algebra over R; call the generators e1, . . . , es. Similarly denote
the exterior algebra generators of Kos(T − t) over R⊗A B by e′i. The map specified by ζ(ei) =

∑
j bije

′
j

is a lift of the desired form. The claim now follows by direct computation.
2 By Lemma 4.13, in the case of a geometric residual intersection the map It+1/JIt → R/J is

injective, its image coincides with the image of β, and (τ †)−1 is obtained from β by restricting the range.
Since B is flat over A, B ⊗A It+1/JIt → B ⊗A R/J is also injective. In fact B is free over A, say
with basis b1, . . . , bn. Then we can write ∆̄ =

∑
k bk ⊗ ik, with ik ∈ R/J uniquely determined. Since

β(b∗k) = ik ∈ It+1/JIt, the result follows. □

4.6. Globalization. We now globalize the previous results. For appropriate schemes X (generalizing
Spec(R)) and quasi-coherent ideal sheaves I ⊂ J ⊂ OX with quotient ideal sheaf K = J : I, we shall
define what it means for this to be a (geometric) residual intersection. We will define a locally constant
function t on X corresponding to the number t = s−g from the previous subsections. (We will also show
that even though in the previous formulation it looked like there was a choice, the number t is actually
determined by J and I.) Then we construct a coherent sheaf It+1/JIt on X (if U ⊂ X is open and t is
constant on U with value t, then the restriction of It+1/JIt to U is given by It+1/JIt) and show that
there is a global duality isomorphism for OX/K involving It+1/JIt ⊗ det(J/JK)∗.

4.6.1. The functions s, g, t. Let R be a Gorenstein noetherian local ring and J ⊂ I ideals. Assume
that R ̸= K, where K := J : I. Suppose that s′ ≥ s ≥ codim I and that (J, I) is both an s-residual
intersection satisfying the weak hypothesis and an s′-residual intersection satisfying the weak hypothesis.
It follows from Proposition 4.3 that the module J/JK is free of rank both s and s′ over the non-zero
commutative ring R/K, and hence s = s′. In other words, the “parameter” s in an s-residual intersection
satisfying the weak hypothesis is actually determined by the pair (J, I). This justifies the following.

Definition 4.16. Let R be a noetherian local ring and J ⊂ I ideals. We put s(J, I) = µ(J), g(J, I) =
codim I, t(J, I) = max{s(J, I) − g(J, I),−1}. We call K = J : I a residual intersection if R ̸= K
and codimK ≥ s(J, I). We call the residual intersection geometric if codim(K + I) > s(J, I). We
say that (J, I) satisfies condition G if I satisfies Gs(J,I), and we say that (J, I) satisfies condition Ei if
condition Dt(J,I)+i holds for I (this is vacuous if t(J, I)+ i ≤ 0). We say that (J, I) satisfies the standard
(respectively weak or strong) condition if it satisfies conditions G and E0 (respectively E−1, E1).

This definition is slightly more general than what we had before, because we do not require that
s(J, I) > g(J, I); equivalently we allow t(J, I) = −1. The following result shows that the additional
generality is largely illusory.

Lemma 4.17. Suppose that K = J : I is a residual intersection with t(J, I) = −1. Then J is generated
by a regular sequence and J = K.

Proof. We have codim I > µ(J) ≥ codim J (the former by assumption and the latter by the principal ideal
theorem [13, Theorem 10.2]). Hence codimK = codim J (see the end of §4.1.2) and so codim J = µ(J),
which implies that J is generated by a regular sequence and that R/J is Cohen–Macaulay [13, Proposition
18.13] [6, Theorem 2.1.2(c)]. Now I/J has positive codimension on R/J , and so contains a regular element
[13, Theorem 18.7]. It follows that K/J = (0) :R/J I/J = 0, as needed. □

Remark 4.18. It follows that Proposition 4.3 (freeness of the canonical module), Lemma 4.8 (exactness of
the modified Koszul complex) and Theorem 4.9 (existence of canonical traces) remain true in the above
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situation (i.e. t < 0), provided that we interpret I0/JI−1 to mean R/K (which is the same as R/J).
In other words J/J2 is a free R/J-module on a1, . . . , as [6, Theorem 1.1.8], Kos(a1, . . . , as) ≃ R/J [13,
Corollary 17.5], and ΣsD(R/J) ≃ R/J via the self-duality of Kos(a1, . . . , as) [13, Proposition 17.15].

4.6.2. Semicontinuity of s, g, t. We globalize the previous definitions as follows.

Definition 4.19. Let X be a locally noetherian scheme and J ⊂ I quasi-coherent ideal sheaves. Define
functions s = s(J, I), g = g(J, I), t = t(J, I) on Z(J : I) by s(J, I)(x) = s(Jx, Ix) and so on. We call
K = J : I a (geometric) residual intersection if for every x ∈ Z(K), (Jx, Ix) is a (geometric) residual
intersection. We define similarly the conditions G, Ei as well as the weak, standard and strong hypotheses
by requiring them to hold pointwise on Z(K).

In good cases, all of the above properties are open on X, and hence may be checked on closed points
(since X is locally noetherian, any point has a closed specialization [45, Tag 02IL]). We begin with the
following preparation.

Lemma 4.20. Let X be a locally noetherian scheme and Z ⊂ X closed. Consider the following functions

(1) x 7→ codimOX,x
I(Z)x

(2) x 7→ µOX,x
(I(Z)x), i.e. the minimal number of generators

(3) x 7→ depthOZ,x − dimOZ,x.

Then 1 is lower semicontinuous, 2 is upper semicontinuous, and 3 is lower semicontinuous provided that
X locally embeds into a regular scheme.

Proof. 1 is [24], Corollaire 0.14.2.6(ii)], 2 is [26, Example III.12.7.2], and 3 is [24, Proposition 6.11.2(i)].
□

Corollary 4.21. Let X be a locally noetherian scheme and J ⊂ I quasi-coherent sheaves of ideals.
Consider the subsets of X consisting of those points x ∈ X satisfying one of the following conditions (for
some fixed i)

(1) (Jx, Ix) is a (geometric) residual intersection.
(2) Ix satisfies condition Gi

(3) (Jx, Ix) satisfies condition G
(4) t(Jx, Ix) < i
(5) Ix satisfies condition Di

(6) (Jx, Ix) satisfies condition Ei

Then the sets 1, 2, 3, 4 are open, and 5, 6 are open provided that X locally embeds into a regular scheme.

Proof. 1 The condition is codimKx − µ(Jx) ≥ 0, and in addition

codim(K + I)x − µ(Jx) > 0

in the geometric case. The result holds since these functions are lower semicontinuous by Lemma 4.2012.
2 Let Ci be the locus of points where I requires at least i generators. Then Ci is closed by Lemma

4.202. One checks that condition Gi is equivalent to codim(Cj ∩Z(I)) ≥ j for j ≤ i (see also [1, p. 312],
where this is used as the definition of Gs), whence the result follows from Lemma 4.201.

3 Condition G is the conjunction of the following conditions for i ≥ 0: (µ(J) < i or Gi). Each of these
is open by 2 and Lemma 4.202. Since µ(J) is bounded near every point, the intersection is finite, and
hence also open.

4 The function t(Jx, Ix) is upper semicontinuous by Lemma 4.2012, whence the result.
5 Since dim(R/I) = dim(R/Ij) for all j ≥ 1 [13, §8.1 Axiom D2], the condition is equivalent to

depth(R/Ij)− dim(R/Ij) ≥ 1− j, which is open by Lemma 4.203.
6 Ei is the conjunction of the following conditions: (t(J, I) < j or Dj+i). Again these conditions are

open separately by 4 and 5, and the intersection is locally finite.
□

4.6.3. Local constancy of s, g, t. We have seen (Lemma 4.20) that the functions s,−g and t are upper
semicontinuous. In the case of a residual intersection satisfying the strong hypothesis, they are even
locally constant.

We begin with a categorified version of local constantness of s.

Proposition 4.22. Let X be a Gorenstein scheme3 and J ⊂ I quasi-coherent ideal sheaves. Put K =
J : I and Q = Z(K). Assume that for every closed point w ∈ Q, (Jw, Iw) is a residual intersection
satisfying the weak hypothesis.

3So by definition X is locally noetherian.
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Then J/JK is a locally free OQ-module. In fact, if a1, . . . , as is a minimal generating set for J locally
around some (not necessarily closed) point w ∈ Q, then the ai determine a local basis for J/JK.

Proof. Let w ∈ Q and a1, . . . , as generate Jw. Pick a closed specialization w′ of w [45, Tag 02IL]. By
assumption, Proposition 4.3 and Remark 4.18, (J/KJ)w′ is free of rank s′ = µ(Jw′) ≥ s. Since Os

Q,w →
(J/KJ)w ≃ ((J/KJ)w′)w ≃ Os′

Q,w is surjective it must be an isomorphism (e.g. use [36, Theorem 2.4]).
Since X is locally noetherian, the stalkwise generators a1, . . . , as of J and the corresponding stalkwise
basis for J/KJ propagate to an open neighborhood of w (see e.g. [45, Tag 056J] and [13, Proposition
1.4]). This concludes the proof. □

Lemma 4.23. Let X be a Gorenstein scheme and K = J : I a residual intersection.

(1) Suppose that the weak hypothesis holds. Then s is locally constant (on W = Z(K), where it is
defined).

(2) Suppose that the strong hypothesis holds. Then t is locally constant on Z(K + I).

Proof. 1 We have s(x) = rank(Jx/KxJx). Thus the result follows because J/JK is locally free by
Proposition 4.22.

2 It suffices to prove that t is constant along generalizations. We may thus assume that X is local
with closed point x. If t(x) ≥ 0 then D1 holds at x, and so R/I is Cohen–Macaulay. It follows from
Lemma 4.24 below that g(J, I) is constant on Z(I), which implies the desired result in this case. Now
assume that t(x) = −1. Then since t ≥ −1 and x is the closed point, t is constantly equal to −1 on
Z(K) by upper semicontinuity. □

Lemma 4.24. Let R be a local Cohen–Macaulay ring and I an ideal such that R/I is Cohen–Macaulay.
Then every component of Z(I) has the same codimension in X.

Proof. Let I ⊂ P be a minimal prime, corresponding to a component of Z(I). Then codimP+dimR/P =
dimR since R is Cohen–Macaulay [6, Corollary 2.1.4]; hence we need only prove that all components of
Z(I) have the same dimension. This holds since R/I is Cohen–Macaulay [13, Corollary 18.11]. □

4.6.4. Globalized duality theorem. We will now globalize the duality theorem. Suppose we are in the
situation of Lemma 4.23(2), i.e. the strong hypothesis holds and so t is locally constant on Z(K + I).
Consider the sequence of sheaves on X

F−1 = OX/K ← F0 = I/J ← · · · ← Fi = Ii+1/JIi ← . . . .

Let U ⊂ X be open. Denote t(U) the maximum of t on U ∩ Z(I + K) if this set is non-empty, and
t(U) = −1 else. Set

F p
t (U) := Ft(U)(U),

where F∞ := 0. Note that if V ⊂ U then t(V ) ≤ t(U), so F p
t is a presheaf in an evident way.

Lemma 4.25. The sheaf Ft associated with the presheaf F p
t is coherent. In fact if U ⊂ X is open and

U ∩ Z(I +K) has at most one connected component then Ft|U ≃ Ft(U)|U .

Proof. Coherence being a local property [45, Tag 01XZ(5)], it suffices to establish the second claim (such
open sets forming a basis of the topology of X). For this it is enough to show that F p

t |U ≃ Ft(U)|U .
Let V ⊂ U . We must prove that Ft(V )(V ) ≃ Ft(U)(V ) (via the canonical map). Note that all the maps
between the Fi are isomorphisms on X \ Z(K). The same is true on X \ Z(I) because there J = K by
Lemma 4.17. Hence the only way our map can fail to be an isomorphism is if V meets Z(I +K). But
then the same holds for U , and hence t(U) = t(V ) since t|U∩Z(I+K) is constant by Lemma 4.23. □

We denote the sheaf constructed above by It+1/JIt.
As a final preparation, note that if F is a sheaf on Z and e is a locally constant function, then

ΣeF ∈ D(Z) makes sense.

Theorem 4.26. Let X be a Gorenstein scheme and K = J : I a residual intersection satisfying the
strong hypothesis. Put Q = Z(K).

There exists a unique map

τ : Σ−sIt+1/JIt ⊗OQ
det(J/KJ)∗ → OX

such that for every closed point w ∈ Q, after localization to OX,w the map τ is given by the map of
Theorem 4.9 and Remark 4.18. Moreover the following hold.

(1) The unique map τ satisfies this property at all points w ∈ Q.
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(2) The map

τ † : Σ−sIt+1/JIt ⊗OQ
det(J/KJ)∗ → D(OQ)

adjoint to the composite

OQ ⊗L Σ−s(It+1/JIt ⊗OQ
det(J/KJ)∗)→ OQ ⊗ Σ−s(It+1/JIt ⊗OQ

det(J/KJ)∗)

mult−−−→ Σ−sIt+1/JIt ⊗OQ
det(J/KJ)∗

τ−→ OX

is an isomorphism.
(3) Suppose that s = s and t = t are constant on Q ∩ Z(I), V is a vector bundle of rank s on X, σ

a section of V with Im(σ∗) = J . Then the canonical map

V ∗|Q → J/JK

is an isomorphism,
Kos′(V, σ)→ It+1/JIt

is an equivalence in some open neighborhood of Q, and after restriction to this open neighborhood
the trace τ takes the form

τV,σ : Σ−sIt+1/JIt ⊗OQ
det(J/KJ)∗ ≃ Σ−sKos′(V, σ)⊗OX

detV → OX .

Remark 4.27. Assuming part 2 of the theorem, we find that

Map(Σ−sIt+1/JIt ⊗OQ
det(J/KJ)∗,OX) ≃ Map(D(OQ),OX) ≃ Map(OX ,OQ)

is discrete. Thus uniqueness of t has only one possible meaning.

Proof. Let F = RHom(Σ−sIt+1/JIt ⊗OQ
det(J/KJ)∗,OX) ∈ D(X). We eventually seek to prove that

F is the dual of the dual of OQ, i.e. F ≃ OQ. We shall first show that πiF = 0 for i > 0. This can
be checked on stalks, and formation of F is compatible with passage to stalks [26, Proposition III.6.8].
If x ∈ X \ Q then Fx = 0. On the other hand if x ∈ Q then the claim follows from Theorem 4.9 and
Remark 4.18. It follows that π0F (i.e. the presheaf sending U ⊂ X to the set of homotopy classes of
maps from Σ−sIt+1/JIt⊗OQ

det(J/KJ)∗|U to OU ) is a sheaf (indeed π0F ≃ Ω∞F is a 0-truncated sheaf
of spaces). Because of the existence of closed specializations [45, Tag 02IL], the map

π0F (X)→
∏

x∈X(0)

(π0F )x ≃
∏

x∈Q(0)

(π0F )x

is an injection (here the product is over all closed points). Noting that the desired map τ corresponds
to a global section of π0F , this proves uniqueness; i.e. there is at most one map τ as in 1.

Next we prove 3; in particular we shall show that under the additional assumptions τ exists and is
given by τV,σ. The first isomorphism is immediate from Proposition 4.3 and Remark 4.18. Note that we
have It+1/JIt ≃ It+1/JIt on all of Q (not just Q∩Z(I)), since this holds outside Z(I) for trivial reasons.
The map Kos′(V, σ) → It+1/JIt is an equivalence at all closed points of Q by Lemma 4.8 and Remark
4.18, thus in some open neighbourhood of Q as claimed. The map τV,σ has the required specialization
at all points of Q, by construction. Thus by uniqueness, it is the global trace.

From this we deduce existence of τ in general. Since π0F is a sheaf, we may work locally: it suffices
to prove that given x ∈ X there exists an open neighbourhood Ux of x and a map τx over Ux such that
for every point x′ ∈ Ux the map induced by τx on the stalk at x′ is the one coming from Theorem 4.9
or Remark 4.18. Thus let x ∈ X. If x ̸∈ Q we put Ux = X \ Q and τx = 0. Now suppose that x ∈ Q.
Pick minimal generators a1, . . . , as for Jx. They extend to generators of J over some sufficiently small
open neighbourhood U of x. Shrinking U , we may assume that U ∩Z(I +K) has at most one connected
component, and thus s and t are constant thereon (Lemma 4.23). We are thus in the situation of 3
(take V = Os, σ = (a1, . . . , as)), whence the local trace τx exists. It follows that τ exists on all of X, as
needed.

We have in fact arranged that our map τ has the expected stalk at all points x ∈ X, whence 1. It
remains to prove 2, i.e. that τ † is an equivalence. This can be checked stalkwise, where it holds by
construction. □

Remark 4.28. Write i : Q→ X for the canonical inclusion. The exceptional functor

i! : D(X)→ D(Q)

satisfies i∗i
!(−) = RHom(OQ,−) [45, Tag 0AA2]. Since i∗ is t-exact and conservative, we thus learn

from (2) that Σsi!(OX) is concentrated in degree 0, namely given (canonically) by

Σsi!(OX) ≃ It+1/JIt ⊗OQ
det(J/KJ)∗.
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In the situation of (3) we have d̃etV ∗|Q ≃ Σs det(J/KJ), and so the above can more compactly be
written as

i!(d̃etV ∗) ≃ It+1/JIt.

5. Almost complete intersections

We apply the results of the previous section in the case of almost complete intersections and use them
to globalize a result of van Straten–Warmt [46].

Warning 5.1. In this section, we denote by D various (shifted and twisted) duality functors. This is in
contrast with the previous sections, where D always denoted RHom(−, R).

5.1. Almost complete intersections after van Straten–Warmt. The following is mainly a sum-
mary of [46, §§3,4]. Since we generalize some statements slightly, we choose to supply a full proof.

Proposition 5.2. Let R be a regular local ring of dimension n, f = (f1, . . . , fn) ∈ Rn a sequence of
elements such that the ideal J generated by f has dimension ≤ 1. Write K = Kos(f) for the Koszul
complex and D = RHom(−,ΣnR) for the canonical shifted duality, so that DK ≃ K.

(1) We have πiK = 0 for i ̸∈ {0, 1}. Put A = π0K (= R/J) and B = Σπ1K, so that we have a
cofiber sequence B → K → A (in D(R)).

(2) We have π0DB ≃ R/I for some ideal I ⊃ J , πiDB = 0 else, π0DA ≃ I/J , π1A ≃ π1K,
πiA = 0 else. All these equivalences are induced by the natural maps DA → DK ≃ K and
K ≃ DK → DB.

(3) We have I/J = H0
m(R/J), i.e. I is the saturation of J .

Proof. 1 By [13, Theorems 17.4 and 17.6], we need to prove that J has depth ≥ n − 1. Since R is
Cohen–Macaulay (so the depth of J coincides with codim J [13, Theorem 18.7]), this follows via [13,
Corollary 18.10] (implying that dim J + codim J = dimR) from our assumption about the dimension of
J .

2 Recall that if R is any ring and M is a finitely generated R-module with annihilator of depth c,
then Exti(M,R) = 0 for i < c [13, Proposition 18.4], and if R is regular local of dimension n, the same
vanishing holds for i > n [13, Corollary 19.6]. Since π∗K is supported on J , i.e. has annihilator of depth
≥ n − 1, we deduce from this that π∗DA = 0 for ∗ ̸∈ {0, 1} and π∗DB = 0 for ∗ ̸∈ {0,−1}. The long
exact sequence associated with the cofiber sequence DA → DK ≃ K → DB shows that π1DA ≃ π1K
via the canonical map, π−1DB = 0, and the canonical sequence

0→ π0DA→ π0K → π0DB → 0

is exact. Since π0K = R/J , the existence of I as claimed follows.
3 Since DB ≃ R/I we have Extn(R/I,R) ≃ π0DDB ≃ π0B = 0 and hence H0

m(R/I) = 0 by local
duality [6, Corollary 3.5.9]. Considering the long exact local cohomology sequence associated with the
short exact sequence above, it will thus suffice to show that I/J ≃ H0

m(I/J). This follows from the fact
that I/J ≃ π0DA = Extn(R/J,R). Indeed for any finitely generated module M over a Gorenstein ring

R of dimension n we have H0
m(Extn(M,R)) ≃ Extn(M,R), as we now prove. Let R̂ be the completion.

Since both Ext(M,−) [45, Tags 0A6A(3) and 066E(3)] and H0
m [6, Proposition 3.5.4(d)] commute with

base change along the faithfully flat [45, Tag 00MC] map R → R̂, we may assume that R is complete.
By local duality in the complete case [6, Theorem 3.5.8] we get Extn(M,R) ≃ HomR(H

0
m(M), E) (for

a certain module E), which is annihilated by some power of m (as desired) since H0
m(M) is (being a

submodule of M and so finitely generated). □

Remark 5.3. This result is essentially trivial if J has dimension 0, i.e. is a complete intersection. Indeed
then B = 0, I = R and R/J is artinian.

5.2. Almost complete intersections: global case. Recall the notion of associated points [45, Tag
02OI].

Lemma 5.4. Let X be a locally noetherian scheme.

(1) There exists a unique quasi-coherent sheaf of ideals I0 ⊂ OX such that for every closed point
x ∈ X we have I0,x = H0

x(OX,x).
(2) Z(I0) ⊂ X is the largest closed subscheme such that none of the associated points of OZ(I0) is

closed.
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Proof. 1 Uniqueness is clear by existence of closed specializations [45, Tag 02IL]. Let E be the set of
finite subsets of closed points of X, and set I = colimV ∈E ΓV (O). Since formation of H0

V commutes with
localization [45, Tag 07ZP(2)] and V ∩{x} = {x} for any closed point x and all V ∈ E sufficiently large,
I satisfies the desired property.

2 Again by existence of closed specializations, we may assume that X is local. Thus it suffices to
prove that if R is a noetherian local ring, then I0 = H0

m(R) ⊂ R is the smallest ideal such that m is
not an associated prime of R/I0. That m is not associated on R/I0 follows from [13, Proposition 3.13].
Conversely, let I be an ideal and x ∈ I0 \ I. We must show that m is associated on R/I. By assumption
x · R/I is non-zero and if P is one of its associated primes then (since x ∈ I0) mn ⊂ P for some n, so
P = m. This concludes the proof. □

Remark 5.5. We illustrate the effect of the construction Z(I0) ↪→ X.

(1) If x ∈ X is closed, then x ∈ Z(I0) if and only if x is not isolated. Equivalently, if R is a noetherian
local ring, then H0

m(R) ⊂ m if and only if dimR > 0 [45, Tag 00KH].
(2) Let x ∈ Z(I0) be closed. Then Z(I0) → X is an isomorphism near x if and only if x is not

embedded. Equivalently, H0
m(R) = 0 if and only if m is not associated on R [13, Proposition

3.13(a)].
(3) Let Q = X : Z(I0) be the scheme theoretic difference. Then Q consists of closed points (i.e.

dimQ = 0); equivalently (0) : H0
m(R) has dimension 0 (since it contains some power of m). By

1 and 2, these closed points must be either isolated or embedded (equivalently associated and
closed). This set is locally finite [45, Tag 05AF].

Example 5.6. If dimX = 1, then Z(I0) is Cohen–Macaulay. Indeed a 1-dimensional scheme is Cohen–
Macaulay if and only if it has no embedded points [45, Tag 0BXG].

Now let X be a Gorenstein scheme, equidimensional of dimension s, and Z ⊂ X closed of dimension
1. Put J = I(Z) and denote by Z0 ⊂ Z the closed subscheme constructed in Lemma 5.4. Let I = I(Z0),
K = J : I and Q = Z : Z0 (= Z(K)). Then:

• Q = Z : Z0 is an (s-)residual intersection if and only if J is locally at closed points of Q generated
by s elements (indeed Q has codimension s by Remark 5.5(3)).

• I satisfies the strong hypothesis (equivalently the standard hypothesis) if and only if it is gener-
ically a complete intersection (being Cohen–Macaulay by Example 5.6), if and only if J is a
complete intersection at its generic points of dimension 1. This holds for example if the compo-
nents of J of dimension 1 have multiplicity 1.

Theorem 5.7. Let X be a regular scheme, equidimensional of dimension s, V a vector bundle on X of
rank s such that Z = Z(σ) has dimension 1. Let I, J,K,Q,Z0 be as above and assume that Q = Z : Z0

is an s-residual intersection satisfying the strong hypothesis. Finally assume that 2 is invertible on X.
Write i : Q→ X for the closed immersion.

Then we have
[e(V, σ)] = i∗(c) ∈WV

Z (X),

for a certain class c ∈ W(Q, i!d̃etV ∗). In fact i!d̃etV ∗ ≃ I2/JI (by Remark 4.28) and c is the class
corresponding to the multiplication map I/J ⊗ I/J → I2/JI.

See Section 1.8 for information on the Euler class [e(V, σ)] in Witt theory. We give more information
on Witt theory as we use it now. There is a Witt group W(X,L) twisted by any shifted line bundle (or
even more generally dualizing complex) L; one has

WV (X) := W(X, d̃etV ∗) := Wrk(V )(X,detV ∗).

Given any closed immersion i : Q→ X, there is a pushforward

i∗ : W(Q, i!d̃etV ∗)→WQ(X, d̃etV ∗)→WZ(X, d̃etV ∗).

Remark 5.8. Note that Q is a disjoint union of “fat points” (being locally noetherian of dimension 0).
We thus obtain a formula for [e(V, σ)] as a sum over local terms, one for each point of Z that is either
isolated or embedded. In fact near isolated points i is a regular immersion, I2/JI = OQ and c = 1; the
novelty of our result is the terms at embedded points.

Example 5.9. The equality i∗c = [e(V, σ)] does not necessarily hold in GWV
Z (X). For example, let X =

P2
k = Proj k[x, y, z], with structure map π : X → Spec k. Let V be the vector bundle V = O(2) ⊕O(3)

and let σ be the section given by σ = (xy, x3). Then J is the sheaf of ideals J = (xy, x3). We let Z0 ⊂ Z
the closed subscheme constructed in Lemma 5.4 and I = I(Z0) as before. Then I = (x). (To see this,
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note that away from [0 : 0 : 1] the equality holds by Remark 5.5 (2) as (x, y) is the only embedded prime.

At [0 : 0 : 1], we compute H0
(x,y)

(k[x,y](x,y)

(xy,x3)

) ∼= ∪m{a ∈ k[x,y](x,y)

(xy,x3) : af = 0 for all f ∈ (x, y)m} ∼= (x).)

The isomorphisms

(25) d̃etV ∗ ∼= O(5)[2] ∼= ωX/k[2]⊗O(4)⊗2

define a pushforward π : GWV
Z (X) ∼= GW

TX/k

Z (X)→ GW(k), and the Euler number of V , with respect
to the relative orientation given by (25), is n(V ) := π∗[Kos(V, σ)]. Since V contains an odd dimensional
summand, n(V ) is a multiple of the hyperbolic form (see for example [44, Proposition 19]). Since its
classical Euler number is 6, we have n(V ) = 3(⟨1⟩ + ⟨−1⟩). On the other hand, I/J = kx ⊕ kx2 is

rank 2, whence so is π∗[I/J ], preventing a possible equality i∗c = [i∗(I/J)] = [Kos(V, σ)] in GWV
Z (X).

Moreover, because the non-degenerate form on I/J passes through the multiplication I/J × I/J →
I2/IJ = kx2 ⊕ kx3, it follows in an elementary manner that (πZ)∗c is of the form

(πZ)∗c =

(
∗ ∗
∗ 0

)
where πZ : Z → Spec k is the structure map. It then follows that (πZ)∗c = ⟨1⟩+ ⟨−1⟩ is the hyperbolic
form in GW(k) as in [4, Lemma C.1].

Remark 5.10. The proof of Theorem 5.7 shows that assuming the strong hypothesis is in some sense
non-essential (and so is assuming 1/2 ∈ X). Namely, even without the strong hypothesis, we have
[e(V, σ)] = [I/J ], for some Poincaré structure (i.e., bilinear form) on the module I/J . (Indeed the proof
constructs an explicit algebraic surgery on a bilinear form representing the Euler class, and observes that
the underlying module of the resulting form is I/J .) The strong hypothesis (and 1/2 ∈ X) allows us to
identify the Poincaré structure in terms of multiplication and trace maps.

5.3. Review of Poincaré∞-categories. A Poincaré∞-category is a pair (C, Ϙ) of a stable∞-category
C and a functor Ϙ : Cop → SH satisfying certain assumptions [7, Definitions 1.2.1 and 1.2.8]. One puts

BϘ : Cop × Cop → SH, (X,Y ) 7→ Ϙ(X ⊕ Y )/(Ϙ(X ⊕ 0)⊕ Ϙ(0⊕ Y );

the axioms imply that this is bilinear and in fact of the form

BϘ(X,Y ) = map(X,DϘ(Y ))

for a uniquely determined equivalence

DϘ : Cop → C.
The space Ω∞

Ϙ(X) is called the space of forms on X. Via the map Ϙ(X) → BϘ(X,X), any form q
induces a map X → DϘX; the form is called non-degenerate (or (X, q) is a Poincaré object) if this map
is an equivalence.

Example 5.11. Let X be a scheme, L a line bundle and n ∈ Z. We put C = Dp(X) (the ∞-category of
perfect complexes [7, 1.2.12]) and

Ϙ(E) = map(E ⊗ E,ΣnL)hC2 .

One may show that this satisfies the axioms and one obtains DϘ(E) = Hom(E,ΣnL).

Remark 5.12. The above Poincaré structure is not in general the one we want, for the following reasons.

(1) If 2 is not invertible on X, this Ϙ is not correct. Instead one should use the “genuine symmetric”
Poincaré structure which can be obtained from [7, Proposition 4.2.15, Notation 4.2.20] by gluing.

(2) We do not really want to work with Dp(X) but rather the bounded coherent derived category
Db,c(X). Indeed this is where Grothendieck duality using dualizing complexes happens.

Example 5.13. Suppose that X is a locally noetherian scheme on which 2 is invertible. Then given a
dualizing complex D on X, the category Db,c(X) acquires a Poincare structure with ϘD(E) = map(E ⊗
E,D)hC2 . For any closed subscheme Z ⊂ X, this restricts to a Poincaré structure on the subcategory

Db,c
Z (X) of complexes supported on Z. If p : X → Y is a proper morphism and D is a dualizing complex

on Y , then p!D is a dualizing complex on X and

π∗ : (Db,c(X), Ϙp!D)→ (Db,c(Y ), ϘD)

upgrades to a Poincaré functor.
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An important construction in any Poincaré∞-category is algebraic surgery. Namely given a Poincaré
object (X, q) (i.e. X ∈ C and q ∈ Ω∞

Ϙ(X)) together with f : T → X and a null homotopy η of
f∗q ∈ Ω∞

Ϙ(T ) one may construct a (“cobordant”) Poincaré object (Xf , qf ). Essentially by definition,
(X, q) and (Xf , qf ) have the same image in the Witt group of (C, Ϙ). We can describe (Xf , qf ) as follows.
Let F be the fiber of X ≃ DϘX → DϘT . The image of the null homotopy η in BϘ(T, T ) ≃ map(T,DϘT )
provides a lift of f : T → X to T → F ; then Xf is the cofiber of this map. In particular we have maps
Xf ← F → X yielding

Ω∞
ϘXf → Ω∞

ϘF ← Ω∞
ϘX.

While qf is a bit tricky to describe in general, it at least has the property that its image in Ω∞
ϘF is

canonically homotopic to the image of q.

5.4. Proof of Theorem 5.7. Recall that e(V, σ) ∈ GWZ(X, d̃etV ∗) corresponds to the Koszul complex
K = Kos(V, σ), with its usual shifted duality. We denote by

D = RHom(−, d̃etV ∗)

the duality functor. We work in the Poincaré ∞-category (Db,c
Z (X), Ϙ

d̃etV ∗) of Example 5.13.
Set B = τ≥1K and A = τ≤0K ≃ O/J . We claim that

• πiK = 0 for i ̸∈ {0, 1},
• K ≃ DK → DB identifies DB ≃ O/I, and
• DA→ DK ≃ K identifies π0DA = I/J , π1DA = π1K, πiDA = 0 else.

By existence of closed specializations and compatibility of RHom with passage to stalks [26, Proposition
III.6.8], for this we may assume that X is local. (Note in particular that the second point says that
πiDB = 0 for i ̸= 0 and the map O/J = π0K → π0DB is a surjection with kernel I/J , which can be
checked locally. Similarly for the third point.) The claim thus reduces to Proposition 5.2.

The map B → K ≃ DK → DB ≃ O/I is canonically null, source and target being in orthogonal
parts of the t-structure. We may thus perform algebraic surgery on this map. In other words B → K
lifts canonically into the fiber DA of K → DB, and if C denotes the cofiber of B → DA, then C carries
a canonical non-degenerate form cobordant to the one on K. By direct computation we have C ≃ I/J ,
which is the underlying object of i∗(c). It remains to show that the form produced on C by algebraic
surgery is the canonical one.

Since 2 is invertible, a homotopy class of forms on E is a homotopy class of maps E ⊗ E → d̃etV ∗

or equivalently E → DE (which are symmetric up to homotopy). The second description shows that
homotopy classes of forms on I/J are certain (homotopy classes of) maps I/J → I/J , whereas homotopy
classes of forms on DA are certain homotopy classes of maps DA→ DDA ≃ A ≃ O/J , i.e. (for t-structure
reasons) maps I/J = π0DA→ O/J . We deduce that the canonical map

Hom(I/J, I/J) ≃ π0Ω
∞
Ϙ(I/J)→ π0Ω

∞
Ϙ(DA) ≃ Hom(I/J,O/J)

is an injection. In other words the form on C ≃ I/J is determined uniquely by the condition that its
pullback to DA coincides with the pullback of the form on K, up to homotopy. We shall show that the
form on I/J ≃ i∗(c) satisfies the same property. By the first description of homotopy classes of forms, it
will thus be enough to establish commutativity of the following square

DA⊗ DA a−−−−→ K ⊗K

b

y qK

y
I/J ⊗ I/J

T−−−−→ d̃etV ∗,

where T is the form on i∗(c), qK is the form on K, and a, b are the tensor squares of the canonical maps
DA → I/J (projection to π0) and DA → K (dual to K → τ≤0K = A). Let L ⊂ K be the subcomplex
where in the lowest term we have put I instead of O (so this is the complex Kos′(V, σ) of Definition 4.4
for t = 0); then K/L ≃ O/I and so L ≃ DA. Let K ′ ⊂ L ⊂ K be the complex with I2 in degree 0
and I ⊗ Λ2V in degree 1; i.e. this is the complex K ′ = Kos′(V, σ) of Definition 4.4 for t = 1. We have
K ′ ≃ I2/JI by Theorem 4.26(3). Consider the following commutative diagram

I/J ⊗ I/J
b′←−−−− L⊗ L

a′

−−−−→ K ⊗K

m

y m

y m

y
I2/J

≃←−−−− K ′ −−−−→ K −−−−→ d̃etV ∗.
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Here the maps denoted m are given by multiplication, a′ is the tensor square of the canonical inclusion
L → K, and b′ is the tensor square of the projection L → I/J ≃ π0L. The composite from top left
to bottom right via inverting the equivalence is the trace form T , by Theorem 4.26(3). The composite
from top right to bottom right is the form qK . Using that under L ≃ DA the maps (a, b) correspond to
(a′, b′), this establishes the desired commutativity. This concludes the proof.

Appendix A. Macaulay2 code

We have implemented functions for the computer program Macaulay2 [22] to carry out the computa-
tions implicit in Proposition 2.3 for concrete examples, in the case n = 5. Specifically, we have a function
Bprime which can be used to obtain the matrix of a symmetric bilinear form B′ such that B′ ≃ B⊕5⟨0⟩,
and we have a function diagonalize which can be used to diagonalize a symmetric bilinear form over
a field of characteristic ̸= 2. The function Bprime uses a supporting function CDTr which is based on a
function of S. Pauli [40]. The code is included at the end of this appendix.

Example A.1. Below is a sample session computing a diagonal representative of B′ for a random set of
five quadrics on P5 vanishing on P2, over the finite field F61.

Macaulay2, version 1.16

with packages: ConwayPolynomials, Elimination, IntegralClosure, InverseSystems,

LLLBases, MinimalPrimes, PrimaryDecomposition, ReesAlgebra, TangentCone, Truncations

i1 : load "form.m2"

i2 : load "diagonalization.m2"

i3 : FF = GF 61;

i4 : R = FF[x,y,z];

i5 : M = random(R^5, R^{3:-1})

o5 = | 20x+4y-21z 5x-30y-24z 18x+11y-20z |

| -16x-22y+5z -2x+20y-25z -7x+25y+23z |

| 28x-7y+26z 30x+21y+7z 27x-24y-30z |

| 5x-12y-2z x-26y+24z 14x+18y |

| 21x+2y+z 2x-14y-4z 8x+26y+27z |

5 3

o5 : Matrix R <--- R

i6 : Bil = Bprime(FF,R,M);

9 9

o6 : Matrix FF <--- FF

i7 : (base,D)=diagonalize(Bil);

i8 : D

o8 = | -1 0 0 0 0 0 0 0 0 |

| 0 -11 0 0 0 0 0 0 0 |

| 0 0 -29 0 0 0 0 0 0 |

| 0 0 0 -12 0 0 0 0 0 |

| 0 0 0 0 0 0 0 0 0 |

| 0 0 0 0 0 0 0 0 0 |

| 0 0 0 0 0 0 0 0 0 |

| 0 0 0 0 0 0 0 0 0 |

| 0 0 0 0 0 0 0 0 0 |
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9 9

o8 : Matrix FF <--- FF

We thus find that

[B] = ⟨−1⟩+ ⟨−11⟩+ ⟨−29⟩+ ⟨−12⟩ ∈W(F61).

Listing 1. Functions Bprime and CDTr from form.m2

CDTr=(FF,C, I , f ) −> (

r :=degree I ;

B := ba s i s (C/ I ) ;

B2:=mutableMatrix B;

J:=determinant jacob ian I ;

toVector := q −> l a s t c o e f f i c i e n t s (q , Monomials=>B) ;

E:=J (C/ I ) / r ;

p :=0;

j :=0;

whi l e j<r do ( i f ( toVector E) ( j , 0 ) !=0 then p=j ; j=j+1) ;

B2 (0 , p)=E;

B2=matrix (B2) ;

T:=mutab le Ident i ty (C/I , r ) ;

i :=0;

whi l e i<r do (T ( i , p )=(toVector E) ( i , 0 ) ; i=i +1) ;

T=matrix T;

T1:=Tˆ(−1) ;

l i n e a r := v −> v (p , 0 ) ;

l i f t ( l i n e a r (T1∗( toVector f (C/ I ) ) ) ,FF)

)

Bprime = (FF, R, M) −> (

D := f o r i from 0 to 2 l i s t det submatrix ’ (M,{0 , 3 , 4} ,{ i }) ;
E := f o r i from 0 to 2 l i s t det submatrix ’ (M,{0 , 1 , 4} ,{ i }) ;
f := { submatrix ’ (M,{3 , 4} ,{} ) , submatrix ’ (M,{0 , 4} ,{} ) , submatrix ’ (M

↪→ ,{0 , 1} ,{} ) }/ det ;
I := i d e a l ( f ) ;

matrix f l a t t e n f o r k from 0 to 2 l i s t f o r l from 0 to 2 l i s t f l a t t e n f o r

↪→ i from 0 to 2 l i s t f o r j from 0 to 2 l i s t CDTr(FF,R, I ,(−1) ˆ( i+k ) ∗
↪→ D i∗E k∗ ( g ene ra to r s R) j ∗ ( g ene ra to r s R) l )

)

Listing 2. Function diagonalize from diagonalization.m2

d i a g ona l i z e = mat −> (

M := mat . t a r g e t ;

a s s e r t (M === mat . source ) ;

n := M. numgens ;

g := new MutableList from ( f o r k from 1 to n l i s t ( g ene ra to r s M) {k−1}) ;
b i l f o rm := (x , y ) −> (

( ( t ranspose y ) ∗ mat ∗ x ) (0 , 0 )

) ;

f o r k from 0 to n−1 do (

−− t h i s loop mod i f i e s the gene ra to r s by adding some mul t ip l e o f one to

↪→ another

−− in pa r t i c u l a r , the modi f i ed gene ra to r s form a ba s i s at every step

curgen := g#k ;

i f b i l f o rm ( curgen , curgen ) == 0 then (
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f o r l from k+1 to n−1 do (

nextgen := g#l ;

a := b i l f o rm ( nextgen , nextgen ) ;

b := b i l f o rm ( curgen , nextgen ) ;

i f a == 0 then cont inue ;

i f 2∗a == b then ( curgen = curgen + 2∗nextgen ) e l s e ( curgen =

↪→ curgen + nextgen ) ;

break ;

) ;

) ;

g#k = curgen ;

a := b i l f o rm ( curgen , curgen ) ;

i f a == 0 then cont inue ; −− i f we are s t i l l s e l f −orthogonal , must be

↪→ orthogona l to everyth ing

f o r l from k+1 to n−1 do (

g#l = ( g#l − curgen ∗matrix {{ b i l f o rm ( curgen , g#l ) /a }}) ;
) ;

) ;

−− the form should be d iagona l with r e sp e c t to the new ba s i s

( f o r k from 0 to n−1 l i s t g#k , matrix f o r k from 0 to n−1 l i s t f o r l from

↪→ 0 to n−1 l i s t b i l f o rm ( g#k , g#l ) )

)
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[37] S. McKean, An arithmetic enrichment of Bézout’s Theorem, Math. Ann. 379 (2021), no. 1-2, 633–660, doi:10.1007/

s00208-020-02120-3, URL https://doi.org/10.1007/s00208-020-02120-3.
[38] F. Morel, A1-algebraic topology over a field, Lecture Notes in Mathematics, volume 2052, Springer, Heidelberg, 2012,

doi:10.1007/978-3-642-29514-0, URL https://doi.org/10.1007/978-3-642-29514-0.
[39] S. Pauli, Computations in A1-homotopy theory. Contractibility and enumerative geometry, 2020. PhD Thesis, available

at https://www.duo.uio.no/handle/10852/80256.

[40] S. Pauli, Computing A1-Euler numbers with Macaulay2, 2020. Preprint, available at https://arxiv.org/abs/2003.

01775.

[41] S. Pauli, Quadratic types and the dynamic Euler number of lines on a quintic threefold, Adv. Math. 405 (2022),

Paper No. 108508, 37, doi:10.1016/j.aim.2022.108508, URL https://doi.org/10.1016/j.aim.2022.108508.
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