
MASSEY PRODUCTS 〈y, x, x, . . . , x, x, y〉 IN GALOIS
COHOMOLOGY VIA RATIONAL POINTS

KIRSTEN WICKELGREN

Abstract. For x an element of a field other than 0 or 1, we
compute the order n Massey products

〈(1− x)−1, x−1, . . . , x−1, (1− x)−1〉
of n− 2 factors of x−1 and two factors of (1− x)−1 by embedding
P1 − {0, 1,∞} into its Picard variety and constructing Gal(ks/k)
equivariant maps from πet1 applied to this embedding to unipotent
matrix groups. This method produces obstructions to π1-sections
of P1 − {0, 1,∞}, partial computations of obstructions of Jordan
Ellenberg, and also computes the Massey products

〈x−1, (−x)−1, . . . , (−x)−1, x−1〉.

1. Introduction

A smooth curve X over a field k with a choice of basepoint can be
embedded into its generalized Jacobian, JacX. Given a rational point
p̃ of X, there is a commutative diagram

X

��
Spec k //

p̃

99

JacX.

Applying the étale fundamental group functor πet
1 , with the same cho-

sen basepoint, to this diagram, we obtain the diagram

πet
1 X

��
πet
1 Spec k //

88

πet
1 JacX.
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2 WICKELGREN

Given a rational point p of JacX, there is an associated map

(1) πet
1 Speck→ πet

1 JacX.

The absence of a lift of (1) through the map

(2) πet
1 X→ πet

1 JacX

is an obstruction to the existence of a rational point of X mapping to
p.

For X = P1k − {0, 1,∞}, we construct obstructions to lifting a map
(1) through the map (2) and compute them to be higher order Massey
products. Since rational points themselves are unobstructed, this pro-
duces computations of certain Massey products.

More specifically, these computations of Massey products are as fol-
lows. Choose an integer n ≥ 3 and let Σ denote a set of primes not
dividing n! and not including the characteristic of p. For a profi-
nite group π, let πΣ denote the maximal pro-Σ quotient of π. Let
χ : Gal(ks/k) → (ZΣ)∗ denote the cyclotomic character (see 3.1), and
let ZΣ(χ) denote the module over Gal(ks/k) whose underlying abelian
group is ZΣ and where the Gal(ks/k) action is via χ. Identify elements
x of k∗ with their images under the Kummer map

k∗ → H1(Gal(ks/k),ZΣ(χ)),

recalled below in 3.2. The definition of the nth order Massey product
of n elements of H1(Gal(ks/k),ZΣ(χ)) is recalled in 2.2. There is a
cocycle f : Gal(ks/k) → ZΣ(χn−1) associated to the Gal(ks/k)-action
on πet,Σ

1 (P1ks − {0, 1,∞}); it is described in Theorem 2.16. Here, the
fundamental group is taken with respect to the rational tangential base
point 0 + ε. Tangential base points and the notation used here are
recalled in 3.3 and 3.5.

1.1. Theorem. — Let x be an element of k∗ − {1}. The nth order
Massey product

〈(1− x)−1, x−1, . . . , x−1, (1− x)−1〉
contains

0 and − [f] ∪ (1− x)−1.

Let x be an element of k∗. The nth order Massey product

〈−x−1, x−1, . . . , x−1,−x−1〉
contains

0 and − ([f] ∪ (−x)−1).
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In Theorem 1.1, the Massey product has (n − 2) factors of x−1 and
two factors of (1 − x)−1. Theorem 1.1 is proved as Corollary 3.10
below. Recall that associated to every element of an nth order Massey
product there is a defining system (see 2.2). The defining systems
implicit in Theorem 1.1 are specified in Corollary 3.10 in terms of an
(n− 1)-nilpotent quotient of the map πet

1 Spec k→ πet
1 (P1k − {0, 1,∞})

associated to the rational point or tangential point corresponding to x
in k∗ − {1} or k∗.

The obstructions giving rise to Theorem 1.1 are as follows. Let
π = πet,Σ

1 (P1ks − {0, 1,∞}, 0 + ε) and G = Gal(ks/k) ∼= πet
1 Spec k. The

profinite group π has a continuous action of G. Let

π = [π]1 ⊇ [π]2 ⊇ [π]3 . . .

denote its lower central series (see 2.1). There is a canonical isomor-
phism πet,Σ

1 (JacP1ks−{0, 1,∞}) ∼= π/[π]2 such that applying πet,Σ
1 (−⊗ks)

to the embedding X→ JacX gives the abelianization map. This is re-
called in 3.7. For a quasi-compact, geometrically connected scheme X
over k with a rational basepoint (which can be tangential), the homo-
topy exact sequence [SGAI, IX Th. 6.1, Co. 4.11] gives a canonical
isomorphism π1(X) ∼= π1(Xks) o G. Choose n ≥ 3. Suppose given a
map (1), which then yields a homomorphism over G

G→ π/[π]2 oG

or equivalently a cocycle

(3) G→ π/[π]2.

π is isomorphic to the pro-Σ completion of the free group on two
generators x and y, and the G-action on π is of the form

g(x) = xχ(g)

g(y) = f(g)−1yχ(g)f(g)

where f : G → [π]2 is a cocycle taking values in the commutator sub-
group of π. This is recalled in 3.6. LetUn+1 denote the upper triangular
(n+1)× (n+1) square matrices with entries in ZΣ, diagonal entries 1,
and let Un+1 denote the quotient of Un+1 by those matrices whose only
non-zero entry is the one in the upper right corner. There is a G-action
on Un+1 and Un+1 such that weights of commutators are compatible
with those of the fundamental group of P1 − {0, 1,∞}. This action
is defined explicitly in 2.1. The map taking a matrix to the entries
just above the diagonal defines a quotient map Un+1 → ⊕nk=1ZΣ(χ).
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Note that π/[π]2 is isomorphic to π/[π]2 ∼= ZΣ(χ)2. We show that the
G-equivariant map

(4) π/[π]2 → ⊕nk=1ZΣ(χ)
defined

y 7→ 1⊕ 0⊕ 0 . . . 0⊕ 0⊕ 1
x 7→ 0⊕ 1⊕ 1 . . .⊕ 1⊕ 1⊕ 0

lifts to a G-equivariant map

(5) π→ Un+1.

By composing with the map (4), the map (3) yields a cocycle

G→ ⊕nk=1ZΣ(χ).
If there is a lift of (1) through (2), then composing the corresponding
cocycle with (5) yields a cocycle G → Un+1. Such a map is the same
data as a defining system for an nth order Massey product. We evaluate
the corresponding Massey product in Theorem 2.16, which is the main
theorem of the paper. Thus, if there is a lift of (1) through (2), then
an nth order Massey product must be as computed, and this is the
obstruction to be elaborated in this paper.

The specification of the defining system allows the obstruction to be
combined with others. For example, the obstruction here for n = 3
combined with an obstruction in [Wic12b] were studied in [Wic12a],
where they are used to find maps (1) which do not lift through (2).

The obstruction given here factors through obstructions of Jordan
Ellenberg [Ell00] which we recall in 2.5. It gives a partial computation
of Ellenberg’s obstructions in terms of Massey products. See Remark
2.18 and (16).

Motivation for studying such obstructions includes Grothendieck’s
section conjecture which predicts that for a smooth curve X of neg-
ative Euler characteristic over a number field k, the rational points
and rational tangential points at infinity (see 3.3 for the definition of a
rational tangential point at infinity) are in natural bijection with the
conjugacy classes of sections of the homotopy exact sequence

1→ πet
1 (Xk)→ πet

1 (X)→ Gal(k/k)→ 1,

where the conjugacy class of a section p̃ : Gal(k/k) → π1(X) is the
set of sections of the form g 7→ γp̃(g)γ−1 with γ ∈ πet

1 (Xk). Call the
conjugacy class of a section such as p̃ a π1-section.

The curve P1 − {0, 1,∞} is an important example for studying the
section conjecture by Belyi’s theorem, which says that every smooth
proper curve over a number field is a branched cover of P1 only branched
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over {0, 1,∞} [Bel79], combined with the fact that the section con-
jecture behaves well with respect to covering space maps [Sti13, Ch
9 Propositions 110 and 104]. To study the section conjecture for
P1 − {0, 1,∞}, we compare the union of the rational points and ra-
tional tangential points at infinity with the πet

1 -sections. As the former
are completely understood, it is the latter that need to be computed
to equal the former.

The π1-sections of Jac(P1− {0, 1,∞}) in characteristic 0 can be com-
puted to be the set of elements of the form [p] = [p]x⊕[p]y with [p]x and
[p]y in H1(Gal(ks/k),Z∧(χ)), where Z∧ denotes the profinite comple-
tion of Z. This is discussed further in 3.7. In [Wic12a] and [Wic12b],
the problem of determining which π1-sections of Jac(P1 − {0, 1,∞})
lift to P1 − {0, 1,∞} was studied. We continue this study here: as a
corollary of the main theorem of this paper, we have:

1.2. Theorem. — A πet,Σ
1 -section p of Jac(P1k− {0, 1,∞}) which lifts to

a πet,Σ
1 -section of P1k − {0, 1,∞} satisfies the condition that the Massey

product
〈−[p]y,−[p]x, . . . ,−[p]x,−[p]y〉

contains
0 and − [f] ∪ [p]y.

This is proven as Corollary 3.8 below. Because the defining system is
specified in Theorem 2.16, we have a similar specification in Corollary
3.8 as well.

1.3. Remark. The position of the two occurrences of −[p]y in the
Massey product of Theorem 1.2 must be as written for the method of
this paper to give a computation of the Massey product. The reason for
this is that the proof that the lift (5) of(4) is equivariant relies on the
given position. For example, the given position is essential in Lemma
2.10.

1.4. Remark. In 1.1, 1.2 and the main theorem, it is possible to
pro-prime-to-p complete and invert all primes less than or equal to n,
instead of using pro-Σ completions. See Remarks 2.17 and 3.12.

1.5. Relation with other work. Guillou [Gui11] and Sharifi [Sha07]
have interesting overlapping and related results. Guillou shows that all
Massey products of order ≤ 4 in motivic cohomology of the elements x
and 1−x are defined and contain 0, except possibly for 〈x, x, 1−x, 1−x〉
and 〈x, 1−x, x, 1−x〉. The étale realization of this result should produce
the analogous computation in Galois cohomology. Sharifi shows that



6 WICKELGREN

many Massey products in Galois cohomology of the form 〈x, x, . . . , x, y〉
are defined and contain 0 under certain hypotheses. These are both
consistent with the results here and in [Wic12a], [Wic12b].

Acknowledgments: I thank the referee for useful comments.

2. n-Nilpotent obstruction

The goal of this section is to prove Theorem 2.16, computing a type
of Massey product. The material until 2.6 is expository or serves to
establish notation.

2.1. Notation. In this section, Σ is a set of primes of Z, and ZΣ is the
pro-Σ completion of Z.
π is the pro-Σ completion of the free group 〈x, y〉 on two generators

x and y. G is a group or a profinite group which acts continuously on
π by the formula

g(x) = xχ(g)

g(y) = f(g)−1yχ(g)f(g),(6)

where χ : G→ (ZΣ)∗ is a continuous homomorphism.
For any integer m, let ZΣ(χm) denote the group ZΣ with the contin-

uous action of G where g in G acts by multiplication by χ(g)m.
For elements γ1,γ2 of a group, the commutator [γ1, γ2] is defined to

be [γ1, γ2] = γ1γ2γ
−1
1 γ

−1
2 . Given a group Γ , the lower central series of

Γ is denoted
Γ = [Γ ]1 ⊇ [Γ ]2 ⊇ [Γ ]2 ⊇ . . . ,

and is defined by setting [Γ ]n+1 = [Γ, [Γ ]n] to be the closure of the
subgroup generated by commutators of an element of Γ with an element
of [Γ ]n.

For a profinite abelian group A with a continuous action of G,
let Cn(G,A) denote the group of in homogenous n-cochains for n =
1, 2, . . . as in [NSW08, p. 14]. Let D : Cn(G,A)→ Cn+1(G,A) denote
the differential, and Hn(G,A) denote the corresponding cohomology
groups. Suppose A ′ is also a profinite abelian group with a continuous
action of G. For a ∈ C1(G,A) and a ′ ∈ C1(G,A ′), let a ∪ a ′ denote
the cup product a ∪ a ′ ∈ C2(G,A⊗A ′)

(a ∪ a ′)(g1, g2) = a(g1)⊗ (g1a
′(g2)).

This product induces a well defined map on cohomology.
For A a profinite group with a continuous action of G which is not

necessarily assumed to be abelian, let C1(G,A) denote the set of func-
tions a : G → A such that a(gh) = a(g)(ga(h)), and let H1(G,A)
denote the pointed set of equivalence classes of element of C1(G,A)
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where a, a ′ are equivalent if and only if there exists γ in A such that
a ′(g) = γ−1a(g)gγ for all g in G [NSW08, p. 16].

Let aij be the function taking a matrix to its (i, j)-entry.
As usual, a matrix is said to be upper triangular if all the entries

below the main diagonal are 0, or in other words, if ai,j = 0 for j < i.
A matrix is said to be strictly upper triangular matrix if the matrix is
upper triangular and the diagonal entries are 0, or in other words if
ai,j = 0 for j ≤ i.

For a matrix M, let Mij denote the matrix entry in the ith row and
jth column. Let Eij be the matrix such that aij(Eij) = 1 and for all
(k, l) 6= (i, j), we have akl(Eij) = 0. Let 1 denote the identity matrix.

Let Un+1 denote the multiplicative group of (n+ 1)× (n+ 1) upper
triangular matrices with coefficients in ZΣ whose diagonal entries are
1. “U” stands for unipotent, not unitary. Give Un+1 a G-action by
defining gM via

aij(gM) = χ(g)j−iaij(M),

for all M ∈ Un+1 and g in G. Note that Un+1 is a pro-Σ group; it
is isomorphic to the inverse limit of matrix groups with coefficients in
various cyclic abelian groups whose orders are only divisible by primes
in Σ. Given M in Un+1 and N in ZΣ, there is a natural definition of
MN; M can be expressed as an inverse limit of matrices of finite order
M = lim←−jMj and MN = lim←−jMN

j , where MN
j is well-defined because a

power of Mj only depends on the exponent modulo the order of Mj.
The G-action on Un+1 is continuous.

There is a G-equivariant inclusion ZΣ(χn)→ Un+1 sending m in ZΣ
to the matrix 1+mE1,n+1. This inclusion gives rise to central extensions

1→ ZΣ(χn)→ Un+1 → Un+1 → 1

1→ZΣ(χn)→ Un+1 ×G→ Un+1 oG→ 1.(7)

where Un+1 is defined as the quotient Un+1/ZΣ(χn). Note that Un+1 is
also a profinite group.

2.2. Massey Products. We recall the definition and some well-known
properties of Massey products. Let z1, . . . zn be elements ofH1(G,ZΣ(χ)).
A defining system for the nth order Massey product 〈z1, z2, . . . , zn〉 con-
sists of cochains Zi,j in C1(G,ZΣ(χj−i)) for i and j in {1, 2, . . . , n + 1}
such that i < j and (i, j) 6= (1, n+ 1) satisfying

• Zi,i+1 represents zi,
• DZi,j =

∑j−1
r=i+1 Zi,r ∪ Zr,j for i+ 1 < j.

The nth order Massey product 〈z1, z2, . . . , zn〉 is defined when a
defining system exists, and the Massey product relative to this defining
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system is the cohomology class in H2(G,ZΣ(χn)) determined by the
cocycle

n∑
r=2

Z1,r ∪ Zr,n+1.

The Massey product 〈z1, . . . zn〉 is the set of all cohomology classes
associated to such defining systems.

2.3. Example. See [Dwy75, §2] or [Wic12b, 2.4]. The functions
ai,j determine cochains in C1(Un+1 o G,ZΣ(χj−i)). It follows from the
definition of matrix multiplication and the semi-direct product that the
boundary of ai,j is computed by

(8) D(ai,j) = −

j−1∑
r=i+1

ai,r ∪ ar,j.

Thus the cochains −ai,j for i and j in {1, 2, . . . , n + 1} with i < j and
(i, j) 6= (1, n + 1) form a defining system for the nth order Massey
product

〈−a1,2,−a2,3, . . . ,−an,n+1〉.
It is convenient to introduce the following notation for this particular
example.

2.4. Definition. Let θ be a homomorphism θ : G → Un+1 o G such
that the composition of θ with the quotient map Un+1oG→ G is the
identity. Then the cochains

(9) −ai,jθ for i, j ∈ {1, 2, . . . , n+ 1}, i < j and (i, j) 6= (1, n+ 1)

form a defining system for the nth order Massey product

〈−a1,2θ,−a2,3θ, . . . ,−an,n+1θ〉.
We will call the defining system (9) the defining system determined
by θ. Up to sign conventions, and adding a non-trivial action, this
definition is implicit in [Dwy75, Theorem 2.6].

2.5. Ellenberg’s obstructions. We recall the definition of Jordan
Ellenberg’s obstructions. In the context of Grothendieck’s section con-
jecture and studying the rational points of curves, Ellenberg suggested
successively studying the images of

H1(G,π/[π]n)→ H1(G,π/[π]2)

using the boundary maps

δn : H1(G,π/[π]n)→ H2(G, [π]n/[π]n+1)
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coming from the central extensions

1→ [π]n/[π]n+1 → π/[π]n+1 → π/[π]n → 1.

2.6. Some defining systems. We now construct the defining systems
associated to our obstructions.

2.7. Assumption. Fix an integer n with n ≥ 3.
Let A in Un+1 denote the matrix such that

ai,jA =


1

(j−i)!
1 < i < j < n+ 1

1 j=i

0 otherwise

.

For example, when n = 4 we have

A =


1 0 0 0 0

0 1 1 1
2
0

0 0 1 1 0
0 0 0 1 0
0 0 0 0 1


By a slight abuse of notation, we will also let A denote its image in
Un+1.

Let V ⊂ Un+1 denote the set of those elementsM such that aij(M) =
0 for i > 1 and j < n+ 1 and i 6= j
(10) V = {M ∈ Un+1 : aij(M) = 0 if i > 1, j < n+ 1, and i 6= j}.

Let B = 1+ E1,2 + En,n+1. For example, when n = 4 we have

B =


1 1 0 0 0
0 1 0 0 0
0 0 1 0 0
0 0 0 1 1
0 0 0 0 1


By a slight abuse of notation, we will also let B denote its image in V .

In the notation of [Wic12b, p. 586 (7)], A = ϕJ(γ1) and B = ϕJ(γ2)
for J : {1, 2, . . . , n}→ {1, 2} the function such that J(1) = J(n) = 2 and
J(2) = J(3) = . . . = J(n− 1) = 1.

2.8. Definition of ϕ. Let ϕ : π → Un+1 be the continuous homo-
morphism defined by ϕ(x) = A and ϕ(y) = B.

We will show that ϕ is a G-equivariant homomorphism using the
following lemmas.

2.9. Lemma. — For all positive integers N, we have
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• ai,i+j(AN) = Njai,i+jA.
• ai,i+j(BN) = Njai,i+jB.

Proof. In [Wic12b, Lemma 1], it was shown that ai,i+j(A
N
` ) = N

jai,i+jA`,
where A` is the matrix in U`+1 defined by ai,i+jA` =

1
j!

for j > 0. Since
A and B are block diagonal matrices whose blocks are of the form A`
for various `’s, the lemma follows. �

2.10. Lemma. — V is a normal subgroup which contains B in the
center.

Proof. Say that an upper triangular (n+1)× (n+1) matrix C satisfies
Condition (11) if

(11) Cij = 0 for i > 1 and j < n+ 1.

Let C and D be strictly upper triangular matrices, with C satisfying
Condition (11). Then

ai,j(CD) = Σn+1k=1CikDkj = Σi<k<jCikDkj,

where the second equality holds because C and D are upper triangular
matrices such that Cii = Dii = 0. Choose i > 1 and j < n + 1. Then
for any k such that i < k < j, we have k < n + 1, whence Cik = 0 by
Condition (11), from which it follows that ai,j(CD) = 0.

Any element of V is the image of a matrix of the form 1 + C with
C a strictly upper triangular matrix satisfying Condition (11). Since
(1 + C)(1 + D) = 1 + C + D + CD, it follows that V is closed under
multiplication. Since (1+C)−1 = 1+Σ∞

n=1(−1)
nCn, it also follows that

V is closed under taking inverses, from which it follows that V is a
subgroup.

Let C and D again be strictly upper triangular matrices with C
satisfying Condition (11). Note that

(1+D)(1+ C)(1+D)−1 = (1+D)(1+ C)(1+ Σ∞
n=1(−1)

nDn).

By the above, we have that DCDn and CDn satisfy Condition (11). It
follows that the image of (1 + D)(1 + C)(1 + D)−1 in Un+1 lies in V .
Since any element of Un+1 is the image of an element of Un+1 of the
form 1+D, it follows that V is a normal subgroup.

Let C again be a strictly upper triangular matrix satisfying Condition
(11). To show that B is in the center of V , it suffices to show that
ai,j(B(1 + C) − (1 + C)B) = 0 for (i, j) 6= (1, n + 1), and this is what
we do. Since B(1 + C) = (1 + E1,2 + En,n+1)(1 + C) and (1 + C)B can
be expressed similarly, it follows that

(12) B(1+ C) − (1+ C)B = E1,2C− CE1,2 + En,n+1C− CEn,n+1.
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Since V is a subgroup, we have that B(1+C) and (1+C)B are upper
triangular matrices whose diagonal entries are 1 and such that ai,j = 0
when i 6= j, i > 1 and j < n+ 1 . Thus

ai,j(B(1+ C) − (1+ C)B) = 0

unless i = 1 or j = n+ 1. By (12), it follows that

a1,j(B(1+ C) − (1+ C)B) = a1,2(E1,2)C2,j − ai,j(CEn,n+1)

=

{
0 if j < n+ 1

C2,n+1 − C1,n if j = n+ 1
,

where the first equality follows because C is a strictly upper triangular
matrix, and the second follows because C2,j = 0 for j 6= n+ 1.

For i > 1, note that ai,n+1(E1,2C) = 0, ai,n+1(CE1,2) = 0. Because C
is a strictly upper triangular matrix, it also follows that ai,n+1(En,n+1C) =
0. Because C satisfies Condition (11) and i > 1 and n < n + 1, we
have that ai,n+1(CEn,n+1) = 0. By (12), it follows that ai,n+1(B(1 +
C) − (1+ C)B) = 0.

This completes the proof of the claim. �

2.11. Lemma. — For any γ in [π]2, we have ϕ(γ) is in V.

Proof. [π]2 is topologically generated by elements of the form

[· · · [[x, y], z1], z2, . . .], zk],
where zi is either x or y and k = 0, 1, 2, . . .. By Lemma 2.10, V
is a normal subgroup. By the definition of ϕ, we have that ϕ(y) is
contained in V . It follows that [ϕ(x), ϕ(y)] is contained in V , and more
generally that [· · · [[ϕ(x), ϕ(y)], ϕ(z1)], ϕ(z2), . . .], ϕ(zk)] is contained
in V , proving the lemma.

�

To compute our obstructions as Massey products, we define the fol-
lowing lift of ϕ.

2.12. Definition of ϕ ′. Define ϕ ′ : π/[π]n+1 → Un+1 to be the
continuous homomorphism defined by ϕ ′(x) = A and ϕ ′(y) = B.

Note that ϕ ′ is not claimed to be an equivariant homomorphism.

2.13. Lemma. — gϕ ′(x) = ϕ ′(xχ(g)) = ϕ ′(gx) and gϕ ′(y) = ϕ ′(yχ(g))

Proof. Lemma 2.9 implies that ai,i+j(A
χ(g)) = χ(g)jai,i+j(A). By the

definition of the G-action on Un+1, it follows that

Aχ(g) = gA.
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By definition of ϕ ′, it follows that Aχ(g) = gϕ ′(x). Since ϕ ′ is a
homomorphism, it follows that ϕ ′(xχ(g)) = gϕ ′(x).

The same reasoning shows that ϕ ′(yχ(g)) = gϕ ′(y).
By the definition of the G-action on π, gx = xχ(g), from which

is follows that ϕ ′(gx) = ϕ ′(xχ(g)). This completes the proof of the
lemma. �

2.14. Proposition. — ϕ : π→ Un+1 is G-equivariant.

Proof. By the Lemma 2.13, we have ϕ(gx) = gϕ(x) and ϕ(yχ(g)) =
gϕ(y). By (6), we have that

ϕ(gy) = ϕ(f(g))−1ϕ(y)χ(g)ϕ(f(g)).

Since f(g) ∈ [π]2, we have that ϕ(f(g)) is in V by Lemma 2.11. By
Lemma 2.10, B = ϕ(y) is in the center of V . It follows that Bχ(g) is in
the center of V . Thus

ϕ(f(g))−1ϕ(y)χ(g)ϕ(f(g)) = ϕ(y)χ(g) = ϕ(yχ(g)).

Thus ϕ(gy) = gϕ(y). This proves that ϕ is G-equivariant as claimed.
�

Recall that n is assumed to be greater than 2.

2.15. Lemma. — Suppose C in Un+1 maps to an element of V under
the quotient map Un+1 → Un+1. Then [B,C] is in the kernel of this
quotient map and a1,n+1[B,C] = a2,n+1(C) − a1,nC.

Proof. C may be written as C = 1 + D, where D is strictly upper
triangular and aij(D) = 0 for i > 1 and j < n+ 1.

We first compute B(1+D)B−1. Since B = 1+ E1,2 + En,n+1, we have

B(1+D)B−1 = (1+ E1,2 + En,n+1)(1+D)(1− E1,2 − En,n+1)

= 1+ (1+ E1,2 + En,n+1)D(1− E1,2 − En,n+1)

= 1+D−DE1,2 −DEn,n+1 + E1,2D+ En,n+1D

− E1,2DE1,2 − E1,2DEn,n+1 − En,n+1DE1,2 − En,n+1DEn,n+1.

Since D is strictly upper triangular, DE1,2 = 0 and En,n+1D = 0. It
follows that

B(1+D)B−1 = 1+D−DEn,n+1 + E1,2D− E1,2DEn,n+1.

SinceD2,n = 0, we have E1,2DEn,n+1 = 0. SinceDj,n = 0 for j > 1, we
have that the only non-zero entry of DEn,n+1 is a1,n+1(DEn,n+1) = D1,n.
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Since D2,j = 0 for j < n + 1, we have that the only non-zero entry of
E1,2D is a1,n+1(E1,2D) = D2,n+1. It follows that

B(1+D)B−1 = 1+D+ (D2,n+1 −D1,n)E1,n+1.

Therefore,

[B,C] = (C+ (D2,n+1 −D1,n)E1,n+1)C
−1

= 1+ ((D2,n+1 −D1,n)E1,n+1)C
−1 = 1+ (D2,n+1 −D1,n)E1,n+1

= 1+ (a2,n+1(C) − a1,nC)E1,n+1,

where the second equality follows because C and C−1 are upper trian-
gular matrices with all diagonal entries equal to 1. �

The basis {x, y} determines an isomorphism

π/[π]2 ∼= ZΣ(χ)2,

whence an isomorphism H1(G,πab) ∼= H1(G,ZΣ(χ))2. For an element
[p] of H1(G,π/[π]n), let [p]x ⊕ [p]y denote the image of [p] under the
map

H1(G,π/[π]n)→ H1(G,πab) ∼= H1(G,ZΣ(χ))2.
Similarly, for a cocycle p in C1(G,π/[π]n), let px⊕py denote the image
of p under the map

C1(G,π/[π]n)→ C1(G,πab) ∼= C1(G,ZΣ(χ))2.

2.16. Theorem. — Let p : G → π/[π]n be a cocycle, and let [p]
denote the corresponding cohomology class. If δn[p] = 0, then the
order n-Massey product 〈−[p]y,−[p]x, . . . ,−[p]x,−[p]y〉 containing two
copies of −[p]y and (n− 1) copies of −[p]x admits the defining system
determined by ϕ ◦ p, and with respect to this defining system

〈−[p]y,−[p]x,−[p]x, . . . ,−[p]x,−[p]x,−[p]y〉 = −[f] ∪ [p]y,

where [f] in H1(G,ZΣ(χn−1)) is represented by the cocycle

f(g) = a2,n+1(ϕ(f(g))) − a1,n(ϕ(f(g))).

Proof. Suppose δn[p] = 0. Then, there exists a cocycle q ′ : G →
π/[π]n+1 whose composition q of q ′ with the quotient map π/[π]n+1 →
π/[π]n is cohomologous to p. This implies that there exists γ in π/[π]n
such that γ−1q(g)(gγ) = p(γ) for all g in G [NSW08, p. 16]. Choose
γ̃ in π/[π]n+1 mapping to γ under the quotient map. By replacing q ′

with g 7→ γ̃−1q ′(g)(gγ̃), we may assume that q = p.
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The morphisms ϕ and ϕ ′ fit into a commutative diagram of set-maps

(13) [π]n/[π]n+1

��

ZΣ(χn)

��
π/[π]n+1 oG

��

ϕ ′o1 // Un+1 oG

��

G
qo1 //

q ′o1
66

π/[π]n oG
ϕo1 // Un+1 oG

,

where the solid arrows are also group homomorphisms.
Then ϕ ◦ p : G→ Un+1 determines

(ϕ ◦ po 1) = (ϕo 1) ◦ (qo 1) : G→ Un+1 oG,
which determines the defining system

{−ai,j ◦ (ϕo 1) ◦ (qo 1) : i, j ∈ {1, 2, . . . , n+ 1}, i < j and (i, j) 6= (1, n+ 1)}

= {−ai,jϕp : i, j ∈ {1, 2, . . . , n+ 1}, i < j and (i, j) 6= (1, n+ 1)}(14)

for the order n Massey product

〈−a1,2ϕp,−a2,3ϕp, . . . ,−an,n+1ϕp〉.
See Definition 2.4.

By definition of ϕ, we have that

a1,2ϕp = an,n+1ϕp = py

ai,i+1ϕp = px for i = 2, 3, . . . , n− 1.

Thus (14) is a defining system for the order n Massey product

〈−[p]y,−[p]x, . . . ,−[p]x,−[p]y〉.
We may evaluate this Massey product with respect to the defining

system (14) as follows.
Let ω denote the element of H2(Un+1 o G,ZΣ(χn)) classifying the

short exact sequence in the right vertical column of (13). Then (ϕpo
1)∗ω classifies the short exact sequence

(15) 1→ ZΣ(χn)→ G×Un+1oG (Un+1 oG)→ G→ 1

obtained by pulling back the right vertical column of (13) by ϕp o
1. By [Dwy75, Remark p. 182] or see [Wic12b, 2.4] for a modi-
fication for profinite groups with actions, ω is the Massey product
〈−a1,2,−a2,3, . . . ,−an,n+1〉 with respect to the defining system −ai,j.
It follows that the element (ϕpo 1)∗ω is the Massey product

〈−[p]y,−[p]x, . . . ,−[p]x,−[p]y〉
with respect to the defining system (14).
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By (13), s = (ϕ ′ o 1) ◦ (q ′ o 1) is a continuous section of the quo-
tient map of the short exact sequence (15). Therefore, the cocycle s̃
determined by s via the formula

s̃(g, h) = s(g)s(g)s(gh)−1

represents (ϕpo 1)∗ω by [Bro94, IV §3 (3.3)].
Let ϕ̃ = ϕ ◦ q ′, so s(g) = ϕ̃go g. Thus

s̃(g, h) = (ϕ̃(g)o g)(ϕ̃(h)o h)(ϕ̃(gh)o gh)−1

= ϕ̃(g)(gϕ̃(h))(ϕ̃(gh))−1.

Since q ′ is a twisted homomorphism, q ′(gh) = q ′(g)(gq ′(h)). Since
ϕ ′ is a homomorphism

ϕ̃(gh) = ϕ ′q ′(gh) = ϕ ′q ′(g)ϕ ′(gq ′(h)).

Thus

s̃(g, h) = ϕ̃(g)(gϕ ′q ′(h))(ϕ ′(gq ′(h)))−1(ϕ̃(g))−1.

Since the quotient map Un+1 → Un+1 is G-equivariant, and so is ϕ ′

composed with this quotient map, it follows that (gϕ ′q ′(h))(ϕ ′(gq ′(h)))−1

is in the kernel ofUn+1 → Un+1. It follows that (gϕ ′q ′(h))(ϕ ′(gq ′(h)))−1

is in the center of Un+1, and thus commutes with ϕ̃(g). Thus

s̃(g, h) = (gϕ ′q ′(h))(ϕ ′(gq ′(h)))−1.

Because there is a continuous set-theoretic section of π → π/[π]2 ∼=
(ZΣ)2, we may write q ′(h) as

q ′(h) = yq
′
y(h)xq

′
x(h)q ′r(h)

with q ′r(h) in [π]2, q
′
x(h) and q ′y(h) in ZΣ. Thus gq ′(h) = gyq

′
y(h)gxq

′
x(h)gq ′r(h)

and ϕ ′(gq ′(h)) = ϕ ′(gyq
′
y(h))ϕ ′(gxq

′
x(h))ϕ ′(gq ′r(h)).

For all g in G, r in [π]2, and e ∈ ZΣ we claim that

(1) ϕ ′(gr) = gϕ ′(r).
(2) ϕ ′(gxe) = gϕ ′(xe).

To see (1), note that for all a, b in π/[π]n+1,

(gϕ ′(ab))(ϕ ′(g(ab)))−1 = gϕ ′(a)gϕ ′(b)(ϕ ′(ga)ϕ ′(gb))−1

= gϕ ′(a)gϕ ′(b)(ϕ ′(gb))−1(ϕ ′(ga))−1

= gϕ ′(a)(ϕ ′(ga))−1gϕ ′(b)(ϕ ′(gb))−1

where the second equality follows because gϕ ′(b)(gϕ ′(b))−1 is in the
center of Un+1. In other words a 7→ gϕ ′(a)(ϕ ′(ga))−1 is a homo-
morphism π/[π]n+1 → ZΣ. Since ZΣ is abelian, this map must factor
through π/[π]1, which shows (1).
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To see (2), note that

ϕ ′(gxe) = ϕ ′((gx)e) = ϕ ′(gx)e.

By Lemma 2.13, ϕ ′(gx) = gϕ ′(x), whence

ϕ ′(gx)e = (gϕ ′(x))e = gϕ ′(x)e = gϕ ′(xe).

Combining the two previous, we have ϕ ′(gxe) = gϕ ′(xe), showing (2).
From (1) and (2), it follows that

s̃(g, h) = (gϕ ′(yq
′
y(h)))(ϕ ′(gyq

′
y(h)))−1.

Let e be an element of ZΣ. Then,

ϕ ′(gye) = ϕ ′(f(g)−1yeχ(g)f(g))

= ϕ ′(f(g))−1gϕ ′(y)eϕ ′(f(g))

= [ϕ ′(f(g))−1, gϕ ′(y)e]gϕ ′(y)e.

where the second equality follows from the equality gϕ ′(y)e = ϕ ′(yeχ(g))
resulting from Lemma 2.13.

Thus,

s̃(g, h) = [ϕ ′(f(g))−1, gϕ ′(y)q
′
y(h)]−1.

By Lemma 2.11, ϕ(γ) is in V for any γ in [π]2. Since ϕ(y) is in
the center of V , it follows that ϕ(y)e is in the center of V , as well
as gϕ(y)e for any g. It follows that [ϕ ′(f(g))−1, δ] is in the kernel
of Un+1 → Un+1, when δ = gϕ ′(y)q

′
y(h), gϕ ′(y) or ϕ ′(y). Since this

kernel is in the center, it follows that [ϕ ′(f(g))−1, δ] is in the center of
Un+1. By the Witt-Hall identity [a, bc] = [a, b][a, c][[c, a], b] and the
equality

gϕ ′(y) = ϕ ′(y)χ(g),

it follows that

[ϕ ′(f(g))−1, gϕ ′(y)q
′
y(h)]−1 = [ϕ ′(f(g))−1, ϕ ′(y)]−χ(g)q

′
y(h)

= [ϕ ′(y), ϕ ′(f(g))−1]χ(g)q
′
y(h)

= [ϕ ′(y), ϕ ′(f(g))]−χ(g)q
′
y(h).

Thus,

s̃(g, h) = [B,ϕ ′(f(g))]−χ(g)q
′
y(h)

= a1,n+1([B,ϕ
′(f(g))])(−χ(g)q ′y(h)).

By Lemma 2.15,

a1,n+1([B,ϕ
′(f(g))]) = a2,n+1(ϕ

′(f(g))) − a1,nϕ
′(f(g))

= a2,n+1(ϕ(f(g))) − a1,nϕ(f(g)),
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proving the theorem. �

2.17. Remark. We could instead define Un+1 and Un+1 to have coef-
ficients in Z(p ′)[ 1

n!
], where Z(p ′) denotes the prime-to-p completion of

Z, i.e., the inverse limit of all Z/m with m not divisible by p. We
could then let π be the prime-to-p completion of the free group 〈x, y〉.
Theorem 2.16 remains valid when we interpret [p]y, [p]x as elements of
H1(G,Z(p ′)[ 1

n!
](χ)) and [f] as an element of H1(G,Z(p ′)[ 1

n!
](χn−1)).

2.18. Remark. Theorem 2.16 can be restated as a partial computation
of Ellenberg’s obstruction δn. The homomorphism ϕ ′, induces a homo-
morphism µ : [π]n/[π]n+1 → ZΣ(χn). It follows from [Dwy75, Lem 4.2]
that µ(γ) is the Magnus coefficient µ(y, x, x, . . . , x, x, y;γ). Magnus co-
efficients and the Magnus embedding are recalled in [Wic12b, 2.5]. The
Magnus embedding determines an isomorphism of [π]n/[π]n+1 into the
homogeneous degree n Lie elements of the non-commutative power se-
ries ring in the variables x and y [MKS04, §5.7, Cor. 5.12(i)], and it fol-
lows that the direct sum of the degree nMagnus coefficients determines
an injective equivariant homomorphism, which is also the inclusion of
a direct summand. (This is discussed in detail in [Wic12b, 2.5].) It fol-
lows that the computation of µ ′∗δn for all degree n Magnus coefficients
µ ′ gives the computation of δn. In [Wic12b], there is a computation of
µ ′∗δn when µ ′ is a degree n Magnus coefficient with one appearance of
the variable y. Theorem 2.16 computes µ∗δn for the Magnus coefficient
µ. To see this, let ω be the element of H2(Un+1 o G,ZΣ(χn)) classi-
fying the short exact sequence in the right vertical column of (13) as
above. Let η denote the element of H2(π/[π]n oG, [π]n/[π]n+1) classi-
fying the short exact sequence in the left vertical column of (13). It is
tautological that µ∗δn[p] = p

∗µ∗η. Let r be a continuous section of the
quotient map π/[π]n+1 → π/[π]n. Then r o 1 is a continuous section
of π/[π]n+1 o G → π/[π]n o G. Using the section r o 1 to compute a
representative of p∗µ∗η produces the cocycle

(g, h) 7→ ϕ ′(r(p(g)))ϕ ′(g(r(p(h))))ϕ ′(r(p(gh)))−1.

Using the section ϕ ′ro 1 to compute a representative of

p∗(ϕo 1)∗ω = 〈−[p]y,−[p]x, . . . ,−[p]x,−[p]y〉
produces the cocycle

(g, h) 7→ ϕ ′(r(p(g)))gϕ ′((r(p(h))))ϕ ′(r(p(gh)))−1.

Comparing these two cocycles, we compute that

〈−[p]y,−[p]x, . . . ,−[p]x,−[p]y〉− µ∗δn[p]
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is represented by the cocycle

(g, h) 7→ gϕ ′((r(p(h))))ϕ ′(g(r(p(h))))−1.

The computation in the proof of Theorem 2.16 shows that this cocy-
cle represents −[f] ∪ [p]y. (For this, let q ′ = rp and note that the
necessary part of the computation does not use the fact that q ′ is a
homomorphism.) Thus, the we have

(16) µ∗δn[p] = [f] ∪ [p]y + 〈−[p]y,−[p]x, . . . ,−[p]x,−[p]y〉,

where the defining system for the Massey product is as specified in
Theorem 2.16.

3. Applications

This section gives two applications of Theorem 2.16: the first to
π1-sections of P1 − {0, 1,∞} and the second to Massey products in
Galois cohomology. Except for the statements and proofs of Corollaries
3.8 and 3.10, the material in this section is expository or establishes
notation.

3.1. Notation. As in Assumption 2.7, we again fix an integer n ≥ 3.
Let k be a field of characteristic p ≥ 0. Let Σ be a set of primes not

including p or any prime dividing n!. Let G = Gal(ks/k).
Let χ : Gal(ks/k)→ (ZΣ)∗ denote the cyclotomic character, defined

so that the image χ(g)m of χ(g) in (Z/m)∗ is such that gζm = ζ
χ(g)m
m .

Let X be a scheme over k, equipped with a geometric point. We use
this geometric point as a base point for the étale fundamental group.
Since we could choose a geometric point associated to a rational point
or rational tangential base point, and the constructions we then do
with this geometric point are independent of the choice, we will also
say that X is equipped with a base point, and allow this base point to
be a rational point or a rational tangential base point. The kernel K of
the map π1(Xks)→ π1(Xks)

Σ is a characteristic subgroup. Pushing out
the homotopy exact sequence by this kernel yields

(17) 1 // π1(Xks)

��

// π1(X) //

��

Gal(ks/k)

��

// 1

1 // π1(Xks)
Σ // π1(X)/K // Gal(ks/k) // 1

A πΣ1 -section of X means a section of the bottom exact sequence of
(17).
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In the case where the bottom exact sequence of (17) is already
equipped with a fixed splitting, it becomes the sequence

1→ π1(Xks)
Σ → π1(Xks)

Σ o Gal(ks/k)→ Gal(ks/k)→ 1.

A splitting is then equivalent to a cocycle

Gal(ks/k)→ π1(Xks)
Σ

and by a slight abuse of notation, we will also call such a cocycle a πΣ1 -
section. By another slight abuse of notation, the term πΣ1 -section also
sometimes refers to the conjugacy class of a splitting or the cohomology
class of a cocycle.

3.2. Kummer map. Let r be an integer relatively prime to p. Let
H∗(Speck,−) denote étale cohomology. Applying H∗(Spec k,−) to the
short exact sequence

1→ µr → Gm
z 7→zr→ Gm → 1

of group schemes over k gives the exact sequence

. . .→ k∗
z 7→zr→ k∗ → H1(Gal(ks/k),Z/r(χ))→ 0 . . .

by Hilbert 90. Allowing r to vary over the integers whose prime factors
are in Σ, we obtain the Kummer map

k∗ → H1(Gal(ks/k),ZΣ(χ)),
and the isomorphism

(k∗)Σ ∼= H1(Gal(ks/k),ZΣ(χ)),
where (k∗)Σ denotes lim←−r k∗/(k∗)r, where r varies over integers whose
prime factors are contained in Σ.

3.3. Rational tangential base points. In [Del89, §15], Deligne de-
fines tangential base points for the étale fundamental group, primarily
for curves over a field of characteristic 0, but he comments that by
restricting to moderately ramified covers, the construction works in
characteristic p > 0 [Del89, 15.26]. In this subsection, we recall the
notion of a tangential base point, introduce some needed notation, and
make a few remarks so that we may use tangential base points for πet,Σ

1

in characteristic p ≥ 0. We follow the point of view of [Nak99], making
the necessary modifications for characteristic p > 0, provided Σ does
not contain p, as we have assumed.

Let X be a smooth, proper, geometrically connected curve over k,
and let X ⊆ X be an open subset. Choose x in X(k). The completed
local ring ÔX,x of X at x is isomorphic to k[[z]] and a choice of a local
parameter z produces such an isomorphism.
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3.4. Lemma. — The field of Puiseux series

ks((zQ)) = ∪∞m=1k
s((z

1
m ))

contains every finite Galois extension of the Laurent series ring L((z))
whose degree is not divisible by p for any extension L of k in ks.

Proof. cf. [Ked01, Lemma 3]. We may assume that L = ks. If p = 0,
Puiseux’s theorem implies ks((zQ)) is algebraically closed, so we may
assume p > 0. Let E be a Galois extension of degree prime to p.
The degree of the residue field extension must also be prime to p, and
therefore the residue field extension is finite and separable, whence
trivial. Thus E is totally ramified. Since the wild inertia group is
a p-group, it is trivial. Since the quotient of the inertia group by
the wild inertia group is cyclic of degree m with m prime to p, we
have that E is a cyclic m-extension. Since m is not divisible by p, ks

contains the mth roots of unity. By Kummer theory, there is x such

that E = ks((z))(x
1
m ). By the equality (1+b)

1
m =

∑∞
i=0

( 1
m
i

)
bi, which is

valid in characteristic p for m prime to p, it follows that E is contained

in ks((z
1
m )), completing the proof. �

Let Ω be an algebraically closed field extension of ks((zQ)). The
composition

SpecΩ→ Specks((zQ))→ Spec k[[z]] ∼= ÔX,x → X

factors through the generic point of X and therefore determines a geo-
metric point

b : SpecΩ→ Spec ks((zQ))→ X.

Any such map will be called the tangential base point of X at x in the
direction of z, or the rational tangential base point to emphasize that
x was a rational point. The geometric point b determines an embed-
ding k(X) ⊂ k((z)) ⊂ ks((zQ)). Let E be the fixed field of the sep-
arable closure of ks((z)) under the kernel of Gal(ks((z))s/ks((z))) →
Gal(ks((z))s/ks((z)))Σ. Note that E is a subfield of ks((zQ)). The
coefficientwise action of Gal(ks/k) on ks((zQ)) determines splittings
of Gal(E/ks((zQ))) → Gal(ks/k) as well as Gal(E(k(X))/k(X)) →
Gal(ks/k), where E(k(X)) denotes the fixed field of the separable clo-
sure of ks(X) under the kernel of the map from Gal(ks(X)s/ks(X)) to
its pro-Σ completion. It then follows [SGAI, V Prop 8.2] that b deter-
mines a splitting of the bottom exact sequence of (17), i.e., a πΣ1 -section
of X. A local parameter z at x determines a tangent vector

Speck[[z]]/〈z2〉→ X
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and the πΣ1 -section associated to the choice of geometric point only
depends on this tangent vector. If x is a rational point of X, then the
πΣ1 -section only depends on the map

Spec k[[z]]/〈z〉→ X,

i.e., the point x itself. A rational tangential base point such that x is
in X(k) − X(k) will be called a rational tangential point at infinity.

3.5. Notation for tangential basepoints of P1 − {0, 1,∞}. The scheme
P1k−{0, 1,∞} ∼= Spec k[z, 1

z
, 1
z−1

] is an open subscheme of A1k ∼= Speck[z].

Denote the tangent vector of A1k

Speck[ε]/〈ε2〉→ A1k ∼= Spec k[z]

a+ xε← z

by a + xε. A tangential base point associated to this tangent vector
will also be denoted by a + xε. For example, this produces rational
tangential base points 0 + xε and 1 + xε for P1 − {0, 1,∞} for any x
in k∗. We will also use rational tangential base points associated to
tangent vectors at the point ∞ of P1 ⊃ P1 − {0, 1,∞}. For this, let
ι : P1k → P1k denote the map z 7→ 1/z. Then ι(0 + xε) are rational
tangential base points of P1 − {0, 1,∞} for x in k∗.

3.6. Description of π and its G-action. There is a lot of very interesting
work on the étale fundamental group of P1 − {0, 1,∞} due to contri-
butions of Anderson, Coleman, Deligne, Ihara, Kaneko, and Yukinari.
See for example, [Iha91, 6.3 Thm p.115]. We recall what we use in
this subsection. Let 0 + ε be the chosen base point for P1 − {0, 1,∞},
and let π be the pro-Σ completion of πet

1 (P1ks − {0, 1,∞}). By [SGAI,
XIII Corollaire 2.12], π is the pro-Σ completion on the free group 〈x, y〉
on two generators x and y, where x generates the inertia group of 0
and y generates the inertia group of 1. The proof of [SGAI, XIII
Corollaire 2.12] lifts to characteristic 0 and then compares to C us-
ing specialization morphisms. Since specialization morphisms preserve
path composition, we may moreover assume that y = ℘−1y ′℘, where
℘ is a path from 0 + ε to 1 − ε, and y ′ generates the inertia group of
π1(P1ks − {0, 1,∞}, 1 − ε) at 1. Since the image of the inertia group at
0 under the map

πet
1 (P1ks − {0, 1,∞}, 0+ ε)→ πet

1 (P1ks − {0, 1,∞}, 1− ε)

induced by the map z 7→ 1−z is the inertia group at 1, we may moreover
assume that y ′ is the image of x under this map. It then follows by
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the argument in [Wic12b, 3.9] that the G-action on π is of the form

g(x) = xχ(g)

g(y) = f(g)−1yχ(g)f(g)

where f : G → [π]2 is a cocycle taking values in the commutator sub-
group of π.

3.7. π1-sections of P1− {0, 1,∞}. The generalized Jacobian Jac(P1k−
{0, 1,∞}) is defined to be the connected component containing the iden-
tity of the Picard scheme of the initial one-point compactification of
P1k − {0, 1,∞}. This compactification of P1k − {0, 1,∞} is the scheme
P1k/0 ∼ 1 ∼ ∞ formed by glueing the points 0, 1, and ∞ of P1k to each
other. Since JacP1k is a point, a line bundle on P1k/0 ∼ 1 ∼∞ is deter-
mined by how the fibers of the pull-back to P1k over 0, 1, and ∞ are
glued together. We obtain a non-canonical isomorphism

Jac(P1k − {0, 1,∞}) ∼= Gm,k ×Gm,k.

For more information on generalized Jacobians, see [Ser88].
The Abel-Jacobi map based at 0+ ε is the map

P1k − {0, 1,∞}→ Jac(P1k − {0, 1,∞}) ∼= Gm,k ×Gm,k

given by

z 7→ (z, 1− z).

The covers z 7→ zn produce an isomorphism πet,Σ
1 (Gm,ks , 1) ∼= ZΣ(χ)

and the two projections induce an isomorphism

(18) πet,Σ
1 (Gm,ks ×Gm,ks , 1× 1) ∼= ZΣ(χ)⊕ ZΣ(χ)

[Org03, Proposition 4.7]. Since these fundamental groups are abelian,
there are canonical isomorphisms between these fundamental groups
and those based at another base point. Applying the functor πet,Σ

1 ((−)⊗
ks) with the chosen base point and its image produces the map

π→ ZΣ(χ)⊕ ZΣ(χ),

where the images of x and y form a basis for ZΣ(χ) ⊕ ZΣ(χ) as a
ZΣ module. (To see this, compose the Abel-Jacobi map with the two
projections and note that the inclusion P1ks−{0, 1,∞}→ Gm,ks preserves
the inertia group at 0.)

By definition, the isomorphism (18), and the tangential base point
of Gm,k ×Gm,k given as the image of 0+ ε, a πet,Σ

1 -section of Jac(P1k −
{0, 1,∞}) is a splitting of the sequence

1→ ZΣ(χ)⊕ ZΣ(χ)→ (ZΣ(χ)⊕ ZΣ(χ))oG→ G→ 1.
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The conjugacy classes of such splittings are in bijection with

H1(G,ZΣ(χ)⊕ ZΣ(χ))
[Bro94, IV 2 Prop 2.3]. Therefore the conjugacy classes of πet,Σ

1 -sections
of Jac(P1k − {0, 1,∞}) can we written [p] = [p]x ⊕ [p]y, where [p]x and
[p]y are elements of H1(G,ZΣ(χ)) ∼= (k∗)Σ, where (k∗)Σ is as defined in
3.2.

3.8. Corollary. — A πet,Σ
1 -section p of Jac(P1k− {0, 1,∞}) which lifts to

a πet,Σ
1 -section of P1k − {0, 1,∞} satisfies the condition that the Massey

product
〈−[p]y,−[p]x, . . . ,−[p]x,−[p]y〉

contains
0 and − [f] ∪ [p]y.

Furthermore, if p̃ denotes such a lift, then ϕp̃ determines a defining
system with respect to which

〈−[p]y,−[p]x, . . . ,−[p]x,−[p]y〉 = −[f] ∪ [p]y.

Proof. Let α : P1k − {0, 1,∞}→ Jac(P1k − {0, 1,∞}) be the Abel-Jacobi
map based at 0 + ε as described above. The map πet,Σ

1 (α, 0 + 1ε) :
π o G → π/[π]2 o G is the semi-deirect product of the abelianization
π → π/[π]2 with the identity map on G. Let p̃ : G → π o G denote
a lift of the section p : G → π/[π]2 o G through the quotient map
πet,Σ
1 (α, 0 + 1ε). Let p̃n : G → π/[π]n o G denote the composition of
p̃ with the appropriate quotient, and by a slight abuse of notation, we
will also let p̃n denote the corresponding cocycle p̃n : G→ π/[π]n. By
construction, δn([p̃n]) = 0. By Theorem 2.16, we have that ϕ ◦ p̃n
is a defining system for 〈−[p]y,−[p]x, . . . ,−[p]x,−[p]y〉 and that the
corresponding Massey product is

〈−[p]y,−[p]x, . . . ,−[p]x,−[p]y〉 = −[f] ∪ [p]y.

It remains to show that the Massey product

〈−[p]y,−[p]x, . . . ,−[p]x,−[p]y〉
contains 0. Because 〈−[p]y,−[p]x, . . . ,−[p]x,−[p]y, 〉 contains −[f] ∪
[p]y, it follows that D([f] ∪ [p]y) = 0. Since D[p]y = 0, it follows
that D[f] ∪ [p]y = 0, and therefore that D[f] = 0. Let Zi,j denote the
defining system determined by ϕ ◦ p̃n, as in Definition 2.4. We saw
that Z1,n+1 = py in the proof of Theorem 2.16. Then
(19)
Z1,n+[f], Zi,j for i, j ∈ {1, 2, . . . , n+1}, i < j and (i, j) 6= (1, 2) or (1, n+1)
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is also a defining system for 〈−[p]y,−[p]x, . . . ,−[p]x,−[p]y〉. With re-
spect to this defining system,

〈−[p]y,−[p]x, . . . ,−[p]x,−[p]y〉 = −[f] ∪ [p]y + [f] ∪ Zn,n+1
= −[f] ∪ [p]y + [f] ∪ [p]y = 0,

as desired. �

Although Corollary 3.8 gives an obstruction to lifting a πet,Σ
1 -section

of Jac(P1k − {0, 1,∞}) to P1k − {0, 1,∞}, it is not clear that it succeeds
in obstructing the lifing of any πet,Σ

1 -section of Jac(P1k − {0, 1,∞}). In
conjunction with a similar obstruction, it does succeed in obstructing
the lifting of certain πet,Σ

1 -sections for n = 3. See [Wic12a, Corollary
38]. For any n, it can be combined with the obstructions described in
[Wic12b]. Its purpose here is to contribute to the program of [Wic12a]
[Wic12b] to describe the πet,Σ

1 -sections of P1k − {0, 1,∞}.

3.9. Order n-Massey products 〈y, x, x, . . . , x, x, y〉 in Galois co-
homology. We use the rational points and rational tangential points
at infinity of P1k− {0, 1,∞} to show that certain Massey products of the
form 〈y, x, x, . . . , x, x, y〉 contain 0.

In the following corollary, we identify elements of k∗ with their images
in H1(Gk,ZΣ(χ)) under the Kummer map. Note that the multiplica-
tive inverse of an element in k∗ corresponds to the additive inverse in
H1(Gk,ZΣ(χ)).

3.10. Corollary. — Let (x, y) in H1(Gk,ZΣ(χ))2 be (x−1, (1−x)−1) for
x in k∗ − {1}, or (x−1,−x−1) for x in k∗. Then the nth order Massey
product

〈y, x, . . . , x, y〉
contains

0 and − [f] ∪ [p]y.

Here, the Massey product has (n − 2) factors of x and two factors of
y.

Proof. By Corollary 3.8, it suffices to show that there are πΣ1 -sections
[p̃] and [q̃] of P1k − {0, 1,∞} such that the associated sections [p] and
[q] of Jac(P1k − {0, 1,∞}) satisfy

(1) [p]x = x and [p]y = 1− x
(2) [q]x = x and [q]y = −x.

By the argument of [Wic12a, 12.2.2] or [Wic12b, Lemma 8], the ra-
tional point x in (P1k − {0, 1,∞})(k) = k∗ − {1} gives rise to a section
[p] satisfying (1). By the same argument, for x in k∗, the rational
tangential point ι(0+ 1

x
ε) gives rise to a section [q] satisfying (2). �
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3.11. Remark. The defining systems implicit in the conclusion of
Corollary 3.10 can be made entirely explicit: By Corollary 3.8, the
Massey product 〈y, x, . . . , x, y〉 for (x, y) = (x−1, (1−x)−1) with respect
to the defining system determined by ϕp̃ is

〈y, x, . . . , x, y〉 = −[f] ∪ y
and with respect to the defining system (19), the same Massey prod-
uct is 0. Replacing p by q gives the defining systems for (x, y) =
(x−1,−x−1).

3.12. Remark. The conclusion of Corollary 3.10 remains valid when
elements of k∗ are identified with their images in H1(Z(p ′)[ 1

n!
]).

References

[Bel79] G. V. Bely̆ı, Galois extensions of a maximal cyclotomic field, Izv. Akad.
Nauk SSSR Ser. Mat. 43 (1979), no. 2, 267–276, 479. MR 534593
(80f:12008)

[Bro94] Kenneth S. Brown, Cohomology of groups, Graduate Texts in Mathemat-
ics, vol. 87, Springer-Verlag, New York, 1994, Corrected reprint of the
1982 original. MR MR1324339 (96a:20072)

[Del89] P. Deligne, Le groupe fondamental de la droite projective moins trois
points, Galois groups over Q (Berkeley, CA, 1987), Math. Sci. Res. Inst.
Publ., vol. 16, Springer, New York, 1989, pp. 79–297. MR MR1012168
(90m:14016)

[Dwy75] William G. Dwyer, Homology, Massey products and maps between groups,
J. Pure Appl. Algebra 6 (1975), no. 2, 177–190. MR MR0385851 (52
#6710)

[Ell00] Jordan Ellenberg, 2-nilpotent quotients of fundamental groups of curves,
Preprint, 2000.

[Gui11] Bertrand J. Guillou, The motivic fundamental group of the punctured
projective line, J. K-Theory 7 (2011), no. 1, 19–53. MR 2774157
(2012e:14003)

[Iha91] Yasutaka Ihara, Braids, Galois groups, and some arithmetic func-
tions, Proceedings of the International Congress of Mathematicians,
Vol. I, II (Kyoto, 1990) (Tokyo), Math. Soc. Japan, 1991, pp. 99–120.
MR MR1159208 (95c:11073)

[Ked01] Kiran S. Kedlaya, The algebraic closure of the power series field in pos-
itive characteristic, Proc. Amer. Math. Soc. 129 (2001), no. 12, 3461–
3470. MR 1860477 (2003a:13025)

[MKS04] Wilhelm Magnus, Abraham Karrass, and Donald Solitar, Combinato-
rial group theory, second ed., Dover Publications Inc., Mineola, NY,
2004, Presentations of groups in terms of generators and relations.
MR MR2109550 (2005h:20052)

[Nak99] Hiroaki Nakamura, Tangential base points and Eisenstein power series,
Aspects of Galois theory (Gainesville, FL, 1996), London Math. Soc.
Lecture Note Ser., vol. 256, Cambridge Univ. Press, Cambridge, 1999,
pp. 202–217. MR 1708607 (2000j:14038)



26 WICKELGREN

[NSW08] Jürgen Neukirch, Alexander Schmidt, and Kay Wingberg, Cohomology
of number fields, second ed., Grundlehren der Mathematischen Wis-
senschaften [Fundamental Principles of Mathematical Sciences], vol. 323,
Springer-Verlag, Berlin, 2008. MR MR2392026 (2008m:11223)

[Org03] Fabrice Orgogozo, Altérations et groupe fondamental premier à p,
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