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Abstract

In the latent voter model, which models the spread of a technology through a social
network, individuals who have just changed their choice have a latent period, which is
exponential with rate A\, during which they will not buy a new device. We study site
and edge versions of this model on random graphs generated by a configuration model
in which the degrees d(x) have 3 < d(x) < M. We show that if the number of vertices
n — oo and logn <« A, < n then the fraction of 1’s at time A,t converges to the
solution of du/dt = c,u(1 — u)(1 — 2u). Using this we show the latent voter model has
a quasi-stationary state in which each opinion has probability ~ 1/2 and, with high
probability, persists in this state for a time that is > n™ for any m < co. Thus, even a
very small latent period drastically changes the behavior of the voter model, which has
a one parameter family of stationary distributions and reaches fixation in time O(n).

1 Introduction

In this paper we will study the latent voter model introduced in 2009 by Lambiotte, Saramaki,
and Blondel [13]. In this model each individual owns one of two types of technology, say
an iPad or a Microsoft Surface tablet. In the voter model on the d-dimensional lattice,
individuals at times of a rate one Poisson process pick a neighbor at random and imitate
their opinion. However, in the current interpretation of that model, it is unlikely that
someone who has recently bought a new tablet computer will replace it, so we introduce
latent states 1* and 2* in which individuals will not change their opinion. If an individual
is in state 1 or 2 we call them active. Letting f; be the fraction of neighbors in state ¢ or ¢*,
the dynamics can be formulated as follows

1 — 2* at rate fo 1* — 1 at rate A
2 — 1* at rate f; 2" — 2 at rate A

*RD is partially supported by NSF grant DMS 1505215 from the probability program.



In [13] the authors showed that if individuals in the population interact equally with all
the others then the system converges to a limit in which both technologies have frequency
close to 1/2. Here, we will study the system with large A, since in this case it is a voter
model perturbation in the sense of Cox, Durrett, and Perkins [5]. To explain this, we will
construct the system using a graphical representation. Suppose first that the system takes
place on Z% and that d > 3. For each x € Z? and nearest neighbor y, we have independent
Poisson processes ™Y n > 1. At each time ¢t = T>Y we draw an arrow from (y,t) — (z,1)
to indicate that if the individual at x is active at time ¢ then they will imitate the opinion
at y.

To implement the other part of the mechanism, we introduce for each site x, a Poisson
process 1%, n > 1 of “wake-up dots” that return the voter to the active state.

e [f there is only one voter arrow between two wake up dots, the result is an ordinary
voter event.

e [f between two wake up dots there are voter arrows to x from two different neighbors,
an event of probability O(A™2), then x will change its opinion if and only at least one
of the two neighbors has a different opinion. To check this, we note that if the first
arrow causes a change then the second one is ignored, while if the first arrow comes
from a site with the same opinion as the one at x then there will be a change if and
only if the second site has an opinion different from the one at .

e If ¢ is fixed then at a given site there are O(\) wake-up dots by time ¢. Thus if we
want to see the influence of intervals with two voter arrows then we want to run time
at rate . The probability of k& voter arrows between two wake-up dots is (1 + \)~%,
so in the limit the probability of three of more voter events between two wake-up dots
goes to 0 as A — oo.

If we let A = ¢72 and let ng(x) be the number of neighbors in state k or k* then the rate
of flips from 1 to 2 in the latent voter model when the configuration is £ is:

ns(x)

2d

5"72011},2 (l’, 5) + hl,Q(xv 5) where Cll),2 (.T, 5) = 1{5(35):1}

If we let y1,...y2q be an enumeration of the nearest neighbors of z, the perturbation is

2
hl,z(:v,ﬁ)zl{&(x):l}w > e or cwezah

1<k<t<2d

Similar formulas hold when the roles of 1 and 2 are interchanged. hy-; = ho« ; = 0.

If we scale space by € then Theorem 1.2 of [5] shows that under mild assumptions on the
perturbation, the density of 1’s in the rescaled particle system converges to the solution of
the limiting PDE:

ou 1

5 = gAut o) with 6(w) = (h2(0,€) = h12(0.8). (1)

and (-), denotes the expected value with respect to the voter model with density w.
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Intuitively, (1) holds because of a separation of time scales. The rapid voting means that
the configuration near x looks like the voter model equilibrium with density (¢, z). Later
in the paper will show, see (11), that in the case of the latent voter model

d(u) = cqu(l —u)(1 — 2u).

If we consider the latent voter model on a torus with n sites and let A\,, — oo then the
system can be analyzed using ideas from a recent paper of Cox and Durrett [4]. Define the
density of 1’s at time ¢ by

1
U(t) =~ > Neww-1) (2)

Theorem 1. Suppose n*? < N, < n. If UM(0) — wug then U™(t) converges uniformly on
compact sets to u(t) the solution of

du

= = cau(l —u)(1=2u)  u(0) = ug

Remark 1. Note that the only thing we assume about the initial state is that the density
U™(0) — wp. Fast voting will turn the initial condition into a voter model equilibrium in a
time that is o(\,). If we consider the voter model without a latent period then the limiting
differential equation is du/dt = 0. The last conclusion for the voter model is a very simple
special case of the results in [4].

1.1 Random graphs

We will explain the intuition behind Theorem 1 after we state our new result that replaces
the torus by a random graph G,, generated by the configuration model. For the rest of the
paper we will only consider the latent voter model on GG,,. In the configuration model vertices
have degree k with probability p,. To create that graph we assign i.i.d. degrees d; to the
vertices and condition the sum d; + - - - 4+ d,, to be even, which is a necessary condition for
the values to be the degrees of a graph. We attach d; half-edges to vertex ¢ and then pair
the half-edges at random. We will assume that

(A0) the graph G,, has no self-loops or parallel edges.

If >, k*pr < oo then the probability of (A0) is bounded away from 0 as n — oco. See
Theorem 3.1.2 of [8]. The reader can consult Chapter 3 of that reference for more on the
configuration model.

It seems likely that the results we prove here are true under the assumption that the
degree distribution has finite second moment, but the presence of vertices of large degrees
causes a number of technical problems. To avoid these we will assume:

(A1) p,, = 0 for m > M, i.e., the degree distribution is bounded.

In addition, we want a graph that is connected and has random walks with good mixing
times, so we will also suppose:

(A2) py, =0 for k < 2.



The relevance of (A2) for mixing times will be explained in Section 2. Assumptions (A0),
(A1) and (A2) will be in force throughout the paper.
On graphs that are not regular there are two versions of the voter model.

(i) The site version in which sites change their opinions at rate 1, and imitate a neighbor

chosen at random,
n;(z)
C’L,j(x’g) {&(z)=1} d(z)

where n;(x) is the number of neighbors of z in state j, and d(x) is the degree of x.

(ii) The edge version in which each neighbor that is different from x causes its opinion to
change at rate 1,
€3 (%, ) = Newy=yn; (@)

The site version is perhaps the “obvious” generalization of the voter model on Z¢, e.g.,
it is a special case of the general formulation used in Liggett [15]: x imitates y with proba-
bility p(z,y), where p is a transition probability. However, the edge version has two special
properties. First, in the words of [23] “magnetization is conserved,” i.e., the number of 1’s
is a martingale. Second, if we consider the biased version in which after an edge (x,y) is
picked a 1 at = always imitate a 2 at y but a 2 at x imitates a 1 at y with probability p < 1
then the probability a single 2 takes over a system that is otherwise all 1 is the same as the
probability a simple random walk that jumps up with probability 1/(1 4+ p) and down with
probability p/(1 + p) never hits 0. This observation is due to Maruyama in 1970 [17], but
has recently been rediscovered by [14], who call this version of the voter model “isothermal”.

From our discussion of the graphical representation for latent voter model on Z¢ it should
be clear that the latent voter model on G, is a voter model perturbation. If we let yi, ... ya@)
be an enumeration of the neighbors of x, then in the site version

. 9
hio(7,8) = 1ig,()=1 () Z Lee) or ewoef2.27)

1<k<<d(x)

while in the edge version

D a(2,6) = Lew=1y -2 D Ligwy) or cw=ci22)}
1<k<(<d(z)

As before interchanging the roles of 1 and 2 we can define hj,(x,§) and hs(v,€) while
hi i(z,&) = h§ ;(x,§) = 0 when i = 1* or 2*.

The last detail is to define the density U™(t). To do this we note that a random walk that
jumps to a neighbor chosen at random has stationary distribution 7(x) = d(x)/D, where
D = Zy d(y), while a random walk that jumps to each neighbor at rate 1 has stationary
distribution 7(x) = 1/n. To treat the two cases in one definition we let

U(t) = (@) e, )-1 (3)
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Theorem 2. Suppose that logn < A\, < n. If U"(0) — wgy then U™(t) converges in
probability and uniformly on compact sets to u(t), the solution of

du

i cpu(l —u)(1 — 2u) u(0) = uy. (4)

where the value of ¢, depends on the degree distribution and the version of the voter model.

Remark 2. Again in the voter model without a latent period the limit is du/dt = 0. That
result can be easily proved using the arguments for Theorem 2.

1.2 Duality

To explain why Theorems 1 and 2 are true, we will introduce a dual process that is the key
to the analysis. The dual process was first introduced more than 20 years ago by Durrett
and Neuhauser [11], and is the key to work of Cox, Durrett, and Perkins [5]. To do this, we
construct the process using a graphical representation that generalizes the one introduced
for Z4. For each x € Z¢ and neighbor y, we have independent Poisson processes T%¥, n > 1.
At each time t = T*Y we draw an arrow from (y,t) — (z,t) to indicate that if the individual
at x is active at time t then they will imitate the opinion at y. In the edge case all these
processes have rate 1. In the site case T7¥, n > 0 has rate 1/d(z). To implement the
other part of the mechanism, we have for each site x, a rate A\ Poisson process 77, n > 1 of
“wake-up dots” that return the voter to the active state.
To compute the state of x at time ¢ we start with a particle at x at time t. To be precise
ot = {2}. As we work backwards in time the particle does not move until the first time s
there is an arrow (y,t — s) — (z,t — s).

e [f this is the only voter arrow between the two adjacent wake-up dots then the particle
jumps to y.

e If in the interval between the two adjacent wake-up dots there are arrows from k
distinct y; then the state changes to {z,y1,...yx} since we need to know the current
state of all these points to know what change should occur in the process. In the limit
as A — oo we will only see branchings that add two y;. We include the case k > 2 to
have the dual process well-defined.

e We do not need to know the order of the arrows because x will change if at least one of
the y; has a different opinion. When A is small some of the y; might change their state
during the interval between the two wake-up dots but this possibility has probability
zero in the limit.

e To complete the definition of the dual, we declare that if a branching event adds a point
already in the set, or if a particle jumps onto an occupied site then the two coalesce to
one.

The dual process can be used to compute the state of x at time t. The first step is to
work backwards in time to find (' the set of sites at time 0 that can influence the state



of x at time t. We note the states of the sites at time 0 and then work up the graphical
representation to determine what changes should occur at the branching points in the dual.

To prove Theorem 1, Cox and Durrett [4] show that after a branching event any coales-
cence between the particle that branched and the two newly created particles will happen
quickly, in time O(1) or these particles will need time O(n) to coalesce. (here we are using
the original time scale.) Let L = n'/? be the side length of the torus. When ), > n%? the
particles will come to equilibrium on the torus before the next branching occurs in the dual,
so we can forget about the relative location of the particles and we end up with an ODE
limit. On the random graph, our assumption that all vertices have degree > 3 implies that
the mixing time for random walks on these graphs is O(logn). Thus when A, > logn, we
have the situation that after a branching event there may be some coalescence in the dual at
times O(1) but then the existing particles will come to equilibrium on the graph before the
next branching occurs in the dual. In both cases A, < n is needed for the perturbation to
have a nontrivial effect. Otherwise a collection of k random walks might all coalesce before
the first branching arrow.

Remark 3. There is no reason for having vertices of degree 0 in our graph. If po > 0 and we
look at the dynamics on the giant component then Theorem 2 will hold if log?n < A, < n.
The increase in the lower bound is needed to compensate for the fact that the mixing time for
random walks on the graph is O(log”n). See e.g., Section 6.7 in [8]. Allowing p; > 0 should
not change the behavior but, for simplicity, we derive our results under the assumption
d(z) > 3.

1.3 Long time survival

The latent voter model has two absorbing states = 1 and = 2. On a finite graph the latent
voter model is a finite state Markov chain, so we know it will eventually reach one of them.
However by analogy with the contact process on the torus [18] and on power-law random
graphs, [19], this result should hold for times up to exp(yn) for some v > 0. Unfortunately
we are only able to prove survival for any power of n. This failure is to due to our estimate
of P(€) which appears on the right-hand side of Theorem 4.

Theorem 3. Suppose that logn < A, < n. Let e >0 and k < co. If U™(0) — ug € (0,1)
there is a Ty that depends on the initial density so that for any m < oo if n is large then
with high probability

|U™(t) —1/2| <b5e  forallt € [Ty,n™].

Remark 4. Here and in what follows “with high probability” means with probability — 1
as n — oo. Cox and Greven [6] have shown that for the nearest neighbor voter model on
the torus in d > 3 that if we let 6; be the fraction of sites in state 1 at time Nt then the
configuration at time nt looks like the voter model equilibrium with density 6, and 6; changes
according to the Wright-Fisher diffusion

df, = \/Ba - 20,(1 — 0,) dB;

with 34 the probability that two random walks starting from adjacent sites never hit.



To prove Theorem 3, we use Theorem 4.2 of Darling and Norris [7]. To state their result
we need to introduce some notation. To make it easier compare with their paper we use
their notation even though in some cases it conflicts with ours. Let & be a continuous time
Markov chain with countable state space S and jump rates ¢(£,&’). In our case & will be
the state of the voter model on the random graph. For their coordinate function = : S — R¢

we will take d = 1 and
2(€) = Y 7(@)Le=1).

ZBGGn

We are interested in proving an ODE limit for X; = z(§y;). Here and in what follows we
drop the subscript n. To compare with the paper note that our & is their X; and our X; is
their X;.

If we set U = [0,1] in [7] then we always have x(§) € U so their condition (2) is not
needed. For each ¢ € S we define the drift vector

BE) = (x(€) — x(€))a(&, &)
§'#E

We let b be the drift of the proposed deterministic limit x;:

t
Ty = T —I—/ b(xs) ds.
0

In our case b(y) = cy(l — y)(1 — 2y). To measure the size of the jumps we let oy(y) =
eVl — 1 — fly| and let

0(6,0) =D on(w(€) = 2(§)a(&,€).
&'#E
Consider the events Qg = {| Xo — 20| < n},

o= { [ i) - sl ds <)
and Qy = {/thb(fs,@) ds < 02At/2} :

The parameters in these events are coupled by the following relationships. If we let K be
the Lipschitz constant of the drift b then n = ce%%/% and 6 = n/(At) where A > 0. We
have changed their § to n because we use § in a number of our arguments in Section 3.

Theorem 4. Under the conditions above, for each fized t

P (sup | X — x| > 5) < 2e7/RA) L p(QEUQS U Q)

s<to

In our application ¢y will be fixed and K is independent of n so 77 does not depend on n. To
make the first term vanish in the limit we will take A = n=/2. To bound the probabilities
on the right-hand side, we note



e We have jumps that change the density by 1/n at times of a Poisson processes at
total rate < MAn. If Oly| is small og(+1/n) ~ 6%/2n?. So if n is large enough so
that MA/n < n~'/2t;/2 then a standard large deviations estimate for the P(Q5) <
exp(—cAn).

e Our assumption that U™(0) — ug implies that Q§ = () for large n.

e The hard work comes in estimating P(€27), i.e., estimating the difference in the drift
in the particle system from what we compute on the basis of the current density. We
do this in Section 3.3-3.4 by computing the expected value of the mth moment of the
difference |5(&s) — b(X;)| so we end up with estimates that for a fixed time are < n=".

Once these three steps are done, the remainder of the proof of Theorem 3 given in
Section 3.5 is routine.By subdividing the interval into small pieces we can use the single
time estimates to control the supremum and hence the integral but only over a bounded
time interval. However this is enough since it allows us to show that when the density
wanders more than 4e away from 1/2, we can return it to within 2e with probability n=™,
and in addition never have the difference exceed 5e.

Theorem 2 is proved in Section 2 and Theorem 3 in Section 3. These results hold for
other voter model perturbations such as the evolutionary games considered in [4]. However,
the main obstacle to proving a general result is to find a formulation that works well on
graphs with variable degrees. The arguments in the first proof closely parallel arguments in
[4] but now use estimates for random walks on random graphs.

The keys to the second proof are results concerning the behavior of coalescing random
walks (CRWs). There have been a number of studies of the time it takes for CRWs starting
from every site of a random graph to coalesce to 1. Cooper et al [2, 3] and Oliveira [20]
considered coalescing random walks with one particle at each site and obtained results on
the time needed for all particles to coalesce to 1. In [21] sufficient conditions were given for
the number of particles in the coalescing random walk to converge to Kingman’s coalescent.
However, here we need estimates on the number of coalescences that can occur by time
C'logn. This is done in Section 3.2.

2 Proof of Theorem 2

2.1 Mixing times for random walks

Bounds for the mixing times come from studying the conductance

Q(z,y) = m(x)q(z, y)

where 7 is the stationary distribution and ¢(z,y) is the rate of jumping from = to y. In
the site version ¢(z,y) = 1/d(z) while w(z) = d(z)/D when y is a neighbor of z, y ~ x, so
Q(z,y) = 1/D when y ~ z. In the edge version, q(z,y) = 1 if y ~ z, while 7(z) = 1/n
where n is the number of vertices, so Q(z,y) = 1/n when y ~ x. When degrees are bounded,
the two conductances are the same up to a constant.



Define the isoperimetric constant by

Qs
h= 9

where w(S) = > .om(x) and Q(S,S¢) = ZxES,yGSC Q(z,y). Cheeger’s inequality, see e.g.
Theorem 6.2.1. in [8] implies that the spectral gap of @, 5 =1 — A; has

Pp<om (5)

Using Theorem 6.1.2 in [8] we see that if p;(x, y) is the transition probability associated with
Q i
pt (.T, y) _ 1‘ S € (6)

m(y)

A(t) = max

Y Tmin

where 7, = min7(x).
Gkantsis, Mihail, and Saberi [12] have shown, see Theorem 6.3.2. in [8]:

Theorem 5. Consider a random graph in which the minimum degree is > 3. There is a
constant ag so that with high probability h > «y.

Combining the last result with (5), (6), and the fact that 7, > 1/(Cyn) for large n, we see
that
A(t) < Cone™ ™ where v = a2 /2.

If we let C) = (6/a2) then n large we have for t > Clogn
A(t) <1/n (7)

2.2  Our random graph is (almost) locally a tree

Recall that to construct our random graph we let dy,ds,...d, be ii.d. from the degree
distribution conditioned on d; + --- 4 d,, to be even and then we pair the half-edges at
random. Given a vertex x with degree d(x), we let y1(x) ... Y4 (2) be its neighbors. To
grow the graph we let V5 = {z}. On the first step we draw edges from z to y1() ... Y ()
and let Vi = {y1(®),...,Ya@)(z)} which we consider to be an ordered list. If V; has been
constructed we let x; be the first element of V; and draw edges from z; to yi(z¢) . . . Ya(e,) (T¢)-
To create Vi1, we remove z; and add the members of y;(z¢) . .. Yaz,)(2:) not already in V;.
We stop when we have determined the neighbors of all vertices at distance < (1/5) log,, n
from x. A simple calculation using branching processes shows that the total number of
neighbors within that distance of z is < n'/®logn for large n. The logn takes care of
the limiting random variable. Thus in the construction we will generate < Mn'/®logn
connections. We say that a collision occurs at time ¢ if we connect to a vertex already in V;.
The probability of a collision on single connection is < Mn~%°logn. The expected number
of collisions involving the first n'/® log n sites is < CMn~3/%log® n, so for most starting points
(but not all) the graph will be a tree. To get a conclusion that applies to all starting points
we note that the probability of two collisions in the construction starting from one site is

(CMn1/5 logn
<

5 ) (n~*?log®n)? = O(n=%"log® n)
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As we build up the graph we first find all of the neighbors of vertices at distance 1 from
x then distance 2, etc. Thus when a collision occurs it will connect a vertex at distance k
with one at distance k or to one at distance k + 1 that already has a neighbor at distance k.
As we will explain after the proof of the next lemma, this makes very little difference.

2.3 Results for hitting times

Lemma 2.1. Once two particles are at distance r, with 1 < r, < (1/25)logn then with
probability > 1 — 2" they will reach a distance 5r, before hitting each other.

Proof. For the proof we will pretend that the graph is exactly a tree up to distance 57,,.
We return to this issue in a remark after the proof. Let Z; be the distance between these
two particles and let T, be the first time the distance is m. Note that on each jump, with
probability p > 2/3, the particles get 1 step further apart, while with probability < 1/3, the
particles get one step closer. This implies that ¢(z) = (1/2)* is a supermartingale, so

(b(rn) Z Prn (TO < T5rn>¢(0) + (1 - Prn (TO < TSrn))¢(5rn)'

Rearranging gives

P(5rn) — ¢(rn) 27 1—ry,
= 9r) o) ~1-27 =" ®

as n — oo which proves the desired result. Il

Prn (TO < TST‘n)

Remark 5. As noted after the construction, when a collision occurs it will connect a vertex
at distance k with one at distance k or to one at distance k 4 1 that already has a neighbor
at distance k. In the first case at distance k£ the comparison chain moves towards x with
probability < 1/3, the chain stays at the same distance with probability < 1/3 and moves
further away with probability > 1/3. In the second case at distance k + 1 the comparison
chain moves toward the root with probability < 2/3 and further away with probability > 1/3.

If we have a birth and death chain X,, that jumps p(k,k + 1) = px, p(k, k) = rp and
p(k,k — 1) = g, then

bk +1) — p(k) = }‘i—i[wﬂ) — ok —1)]

recursively defines a function ¢ so that ¢(X,) is a martingale. In our comparison chain
qr/pr = 1/2 for all but one value of k, which has ¢,/pr < 1, so calculations like the one
in (8) will work but give a slightly larger constant. Because of this, we will suppress these
annoying details by assuming the graph is exactly a tree up to distance (1/5) logn.

To prepare for the next result we need

Lemma 2.2. If S) is the sum of k independent mean one exponentials then

P(Skgak)g( ae )k
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Remark 6. This holds for all a but is only useful when ae/(1 4+ a) < 1, which holds if
a<1/2.

Proof. Let 0 > 0 and note [~ e e "dx =1/(1+ 6). Using Markov’s inequality we have
eV P(S, < ak) < (1+6)7F
Taking € = 1/a and rearranging gives the desired result. O]

Lemma 2.3. Suppose two particles are a distance r, = 2log,logn. Then with high proba-
bility the two particles will not collide by time log® n.

Proof. By Lemma 2.1 the probability of hitting 5r,, before 0 starting from r,, is
> 1 - 2/(logn)? 9)

A particle must make 4r,, jumps to go from distance 5r, to r,. Since jumps occur at rate
1 in the site model and at rate < M in the edge model, the last lemma implies that the
probability of k = r,, jumps in time < ar,/M is

< (ae)™ < 1/(log’n)

for large n if a is small enough. If a particle makes 2M (log® n) /ar, attempts to reach 0 before
5r,, starting from 7, then (9) implies that with high probability it will not be successful,
while the last bound implies that this number of attempts will take time > 2log®n with
high probability. O]

Lemma 2.4. Suppose two particles are a distance r, = 2log,logn and let s, /n — 0. Then
with high probability the two particles will not hit by time s,,.

Proof. Lemma 2.3 takes care of times up to log®n. The result in (7) implies that if n is
large then for t > log”n, pi(x,y) < 2/n. Summing we see that if the two particle move
independently the expected amount of time the two particles spend at the same site at times
in [log®n, s, is < 2s,/n — 0. Since the jump rates are bounded above this implies the
desired result. O

In the proof of Lemma 3.10 we need the following result for hitting times.

Lemma 2.5. Let L = (1/5)log,, n. Suppose two particles performing independent continu-
ous time (site or edge) random walks start at points are separated by distance k. Then there
is a constant so that the probability the two particles hit by time Cylogn is < C2~FAL/2),

Proof. Using the bound in Lemma 2.2 as in the proof of Lemma 2.3, if we replace C; by
Cy = 4MC' then we can treat the discrete time random walk in which on each step, one
of the particles is picked at random to jump. L is chosen so that arguments in Section 2.2
show that when either particle looks at the ball of radius L around them, what they see
differs from like a tree by at most one edge. If we ignore the extra edge, which is justified by

11



Remark 5, and if we let D,, be the distance between the two particles after n jumps, then
(8) implies that if k < L/2

92—k _9-L
<2.27k

P.(Ty<Tp) < ——
(To < Tp) < 1 _o L =

if n is large.

Suppose now that the distance between the two points is > L/2. The particles cannot hit
until they first reach a distance of L/2, at which point the previous estimate can be applied.
The journey from k < L/2 to L takes at least L/2 steps. Thus if a particle makes K cycles
from L/2 to L it has used up K L/2 units of time which is larger than C5logn if K is chosen
large enough. This shows that the estimate holds with C' = 2K. [

2.4 Results for the dual process

In this section we will consider the dual process on its original time scale, i.e., jumps occur
at rate O(1). In either version of the model, the rate at which branching occurs is < L/\
where L = M?. (Here we are using the fact in the edge model the degree is bounded.) Let
R,, be time of the nth branching. If ¢, = ¢y logn for some constant c; > 0 then

PRy <t,)—0 asn—

Let N(t) be the number of branching events by time At. Comparing with a branching process
we have EN(t) < el*. The expected number of branchings in the interval [\t — ¢, At] is
< elt(cylogn) /N so as n — oo,

P\t — Ryp < tn) — 0 (10)
In the next three results C; is the constant defined in (7) and we make the following as-
sumption:

(x) Suppose there are k particles in the dual at time 0, and each pair are separated by a
distance r,, = 2log, logn.

Lemma 2.6. Suppose that at time 0, the first particle encounters an branching event. By
time C1logn, there may be coalescences between new born particles or with their parent, but
with high probability there will be no other coalescences.

Proof. This follows from Lemma 2.3. [

Lemma 2.7. At time Clogn all the particles are almost uniformly distributed on the graph
with the bound on the total variation distance uniform over all configurations allowed by (*).

Proof. This follows from (7). O

Lemma 2.8. After time Cylogn, with high probability there is no coalescence between par-
ticles before the next branching event, and right before the next branching event, all the
particles are r, apart away from each other.

12



Proof. The claim about coalescence follows from Lemma 2.4. The branching time is random
but it is independent of the movement of the particles, so the result about the separation
between particles follows from (7). O

Together with (10), Lemma 2.8 implies that there is no coalescence in the dual [Ry ), At]
and particles are at least r, apart right before Ry. According to Lemma 2.7, the coales-
cences between new born particles and their parents can only happen before Ry +C logn,
with no other coalescences. Lemma 2.7 tells us at times > Ry + C logn, all the particles
are almost uniformly distributed over the graph. Thus when we feed values into the dual
process to begin to compute the state of x at time ¢ the values are independent and equal
to 1 with probability u.

Lemma 2.9. EU"(t) converges to a limit u(t).

Proof. Let Z(s), s < t be the number of particles in the dual process, when we impose the rule
that the number of particles is not increased until time (C} logn)/\ after a branching event.
Our results imply that Z(s) converges to a branching process. The last result shows that
when we use the dual to compute the state of x at time ¢t we put independent and identically
distributed values at the Z(t) sites. The result now follows from results in [5]. O

Lemma 2.10. U"(t) — EU"(t) converges in probability to 0.

Proof. 1t follows from Lemma 2.4 that if |z —y| > 7, then there will be no collisions between
particles in the dual processes starting from z and y, and hence the values we compute for
x and y are independent. The result now follows from Chebyshev’s inequality. n

2.5 Computation of the reaction term

The final step is to show that u(t) satisfies the differential equation. To warm up for the
real proof, we begin by doing this on Z¢ If v, is the voter model stationary distribution with
density u and v; and vy are randomly chosen neighbors of x then

(M 2(7,8))u = vu(§(x) = 1,€(01) = 2 or £(va) = 2)

The right-hand side can be computed using the duality between the voter model and co-
alescing random walk. Following the approach in Section 4 of [10] if we let p(x|y|z) be
the probability the random walks starting from z, y, and z never hit and p(z|y, z) be the
probability y and z coalesce but don’t hit x then

vu(§(z) = 1,6(y) = 2 or £(2) = 2) = p(alylz)u(l — u*) + q(z,y, 2)u(l — u)

where g(z,y, 2) = p(zly, 2) + p(x, y|2) + p(z, 2|y)
Using this identity we can compute the reaction term defined in (1)
¢(u) = (ho(2,§) = hia(, )y
= p(z|v1|va) (1 — w)(1 — (1 — u)?) + q(x, v1, v2)u(l — u)
— [p(xlvr|v2)u(l — u?) + q(z, vy, vo)u(l — u)] (11)
= p(e|vr|v)[(1 = w)u(2 — ) — u(l — u)(1 + u)]
= p(z|vr|ve)u(l — u)(1 — 2u)

13



The computations for the random graph are similar but in that setting we have to take
into account the degree of x and what the graph looks like locally seen from x. Let ¢ be
the size-biased distribution kpy/p where p =", py is the mean degree. Let Pj, be a Galton
Watson tree in which the root has degree k and the other vertices have j children with
probability g;41.

In the site version a dual random walk path will spend a fraction 7°(k) = ¢ at vertices
with degree k so

(hs1 —hiobu =D aPrlalvrva)u(l —u)(1 — 2u)
k

where v; and v, are randomly chosen neighbors of the root. In the edge version 7¢(k) = pg
SO

(hy = Biohu = Y orPi(zlylz)u(l —u)(1 - 2u)

3 Proof of Theorem 3

Recall that the density in the time-rescaled latent voter model is given by:

Xi= Y w(@) @)= (12)

:L'GGn

To complete the proof of Theorem 3 using the result of Darling and Norris [7] given in
Theorem 4 we need to estimate the probability of

o= { [ B(X.) — b(X.)|ds > 0} (13

where 3(§) = > q . (x(£) — x(£))q(§, &) is the drift in the particle system and b(u) =
cpu(l —w)(1 — 2u) is the drift in the ODE.

To begin to do this, we define & to be the same as & for time s < At — C} logn, while on
the time interval (At — C log n, At], ¢ only follows the paths from voter events of &, ignoring
those from branching events. Let

Xi= Y m@)lg, 0y

zeGp

be the density of this new process é . In order to determine é At, We run the coalescing random
walks backward in time, starting from time A\t and stopping at time A\t — C logn.

We will first outline the proof then go back and fill in the details. In Section 3.1 we will
prove

Lemma 3.1. For any e > 0 and m < oo the probability that more than en sites are changed
by branching arrow is < n~"™ for large n.

Let @ = (& x—cy10gn)- To bound P(Qf) we will prove:

14



Lemma 3.2. Suppose logn < \, < n and m > 0. There is a 6 > 0 independent of m and
constants Cy, so that for any ¢ > 0 if n > ng(m)

Cm

P <|Xt —al > 6’-7'—7:—(01 logn)//\> < Zmpom (14)

This will follow from Chebyshev’s inequality once we have a suitable estimate on the
2mth moment (see Lemma 3.3 below). Using (12) we have

Xy —u= Z ﬂ-(x)[l(f,\z(m):l) - ﬂ],

xEGn

so if we let Y (z) = 1(¢,,(a)=1) — @ then

B(X, —a)™ = Z m(xy) - m(xom) - Y(x1) -+ - Y(29m).

Z15---L2m
We will use 7% to denote the distribution 7 x --- x 7 on GX. If we introduce the dual
coalescing random walks W7, ..., W, starting from distribution 72" and let » = C}logn

then we can write this as

ElY (Wi(r))...Y (Wap(r))]

To estimate probabilities for coalescing random walks we introduce independent random
walks W/, ..., W3,  starting from distribution 7™, and use these to construct the Wy, ..., Wa,
by dropping the higher number after collisions. To simplify notation let Z; = Y (W;(Cy logn))
and Z] =Y (W/(C;logn)).

Lemma 3.3. There is 0 > 0 so that for each m we have
\E[Z: ... Zop]| < Crpyn™™

This will be proved in Section 3.3 after we bound the coalescence probabilities in Section
3.2.

3.1 Ignoring branching

To prove Lemma 3.1 we begin by noting that since the branching rate is 1/\ we can suppose
without loss of generality that A < n!/2. In order for a site to be changed a branching
arrow must hit the dual process for the site but one branching arrow can change multiple
sites. Consider the coalescing random walk starting from all sites occupied and let T} be
the amount of space time in [0, C}logn| occupied by k-particles, i.e., a particle that is a
coalescence of k particles. Clearly

> kT, = Cinlogn (15)
k=1

Let II; be the number of branching arrows that hit k-particles. A standard large deviations
result (see e.g., (2.6.2) and Exercise 3.1.4 in [9]) shows that there is a constant ¢y so that if
Z,, = Poisson(u) then

P(Z, > 2p) < exp(—Chp)
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If T}, > n?/? then P(II; > 2T}/)\) < exp(—Cyn??/X), so if K = {k : T, > n*?} then using
(15)

P (Z k1) > QCl(nlogn)/)\> < |K| exp(—Cyn!/®)

kek

To control the contribution from particles of large weight, we will get a bound on the
largest particle weight seen. Let N,(s) be the size of the cluster containing the particle that
started at = at time ¢ when we run the coalescing random walk to time ¢t — s and let N,,q.(s)
be the size of the largest cluster. We will show

Lemma 3.4. If a« > 0 and m < oo and t = Cylogn then for large n
P(Nppag(t) >n%) <n™™.
When k ¢ K monotonicity implies P(IT; > 2n%3/\) < exp(—con'/9), so if n is large
P <Z k1T, > n2an2/3/)\> <n™ + n®exp(—con'/®)
kK

which proves Lemma 3.1. It remains then to prove Lemma 3.4.
We begin by considering the edge model.

Lemma 3.5. If s > 1/2M then E(N,(s) — 1) < 4Mes.

Proof. Let y # x and WY be the edge random walk starting from y. Noting that when W*
and W hit, they stay together for a time > 1/2M with probability e~! gives

P(W?® and WY hit by time s) X

s+1/2M
< X

z

Since the edge random walks are reversible with respect to the uniform distribution, the
transition probability is symmetric

s+1/2M o120
/0 ZPT<I,Z)pr(y, Z) d”/’—/o Zpr(x,z)p,,(z7y) dr (16)

’ s+1/2M ’
_ / P () dr (17)
0

Using this we have

s+1/2M
EN,(s) = Z[P’(Wz and WY hit by time s) < 2Me/ dr < 4Mes
0

Y
where in the last step we have used s > 1/2M ]

Our next step is to bound the second moment of N, (t).

16



Lemma 3.6. If s > 1/2M then E(N,(s) — 1)(N.(s) —2) < 3(4Mes)?.

Proof. We begin by observing that

E(Na(s) = 1)(Na(s) =2) = > P(wy, 22 € Na(s)).

Z1,T2

where the sum is over x; # x and x; # x5. We first consider the case in which x and x; are
the first to collide, and we bound

s+1/2M
/ pol, o (1, 9)pr (202, 2) P (2 € Nyo(s)) dr
0

x1,22,Y,2

where N, ,.(s) is the cluster at time s of the random walk that starts at y at time r. As in
the previous proof 2Me times this quantity will bound the desired hitting probability. By
symmetry > p(r2,2) =Y, p(2,22) = 1. Using Lemma 3.5

Z P(z € Ny, (s)) <4Mes
Using reversibility we can write what remains of the sum as
s+1/2M s+1/2M
S nomanar =3 [ plem e <2 18)
1,y 70 z V0
The second case to consider is when x; and x5 are the first to collide, and we bound
s+1/2M
/ pr(xby)pr(x%y)pr(xa Z)P(Z € Ny,r(s))dr
T1,T2,Y,% 0
Using symmetry p,(z1,y)p-(22,y) = pr(y, 21)p,(y, x2) then summing over xq, x2 we have
s+1/2M
< Z/ pr(x,2)P(z € Ny, (s))dr
y?Z 0
We have P(z € Ny, (s)) = P(y € N,,(s)) because either event says y and z coalesce in [r, s,

so summing over y and using Lemma 3.5 the above is

s+1/2M
< (4Mes) Z /0 pr(x,z)dr < (4Mes) - 2s (19)

z

Combining our calculations proves the desired result. O]
Lemma 3.7. If s > 1/2M then E[(Ny(s) — 1)+ (Ni(s) — k)] < Crp(4Mes)* and hence

ENT(s) < Chupr(1+ )™
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Proof. The second result follows easily from the first since
xm:1+Zcm7k(x—1)---(:p—k‘)
k=1

The first case is

s+1/2M
Z / (@, ) (21, Y)Dr (22, 21) - . pp(Th, 28—1) P21, - - - 21 € Ny (5)) dr
0

T]yeeny Th,
Ys2] s Bl—1

Using symmetry and summing over o, . . ., xj removes the p,.(z2, 21) . .. pr(zk, 25—1) from the
sum. Next we sum over zi, ... zx_1 (which are distinct) and use induction to bound the sum
by Cy_1(4Mes)*~!. Finally we finish up by applying (18).

The second case is

s+1/2M
Z / pr(z1,y)pr (22, Y)pr (23, 21) - - - Dr(Thy 20—2)
0

Loeees Tk,
Yy2] 521

pr(@, 2k—1) P21, ... 21 € Ny, (s)) dr
Using symmetry and summing over z, ..., z; removes the

pr<x1a y)pr(x% y)pr('r?n Zl) s 'pr(xka Zk—2)'

As in the previous proof P(zi,...25-1 € Ny, (s)) = P(z1,...25-2,y € N,,_,,(s)), so sum-
ming over zi,...,zy_2,y and using induction we can bound the sum by Cp_i(4Mes)*1.
Finally we finish up by applying (19) with z = z;_4 O

Remark 7. To extend to the site case where we do not have symmetry, we note that
reversibility of this model with respect to 7(y) = d(y)/D implies

Py, 2) < d(y)pe(y, 2) = d(2)pr(z,y) < Mp,(z,y)
so the proof works as before but we accumulate a factor of M each time we use symmetry.

Now we are ready to give an upper bound on the size of the maximal cluster N,q.(t) at
time A\t. Here and for the rest of the proof of Lemma 3.2, we only use moment bounds so
the proof is the same for the edge and site models

Proof of Lemma 3.4. By Chebyshev’s inequality
n** P(N,(t) > n®) < Cpar(1+1t)*
If we pick k > (m + 1)/« then
P <m3x N, (t) > n“) < nnmC;@M(Q log?n)* = o(n™™)

which proves the desired result. O
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3.2 Bounds on coalescence probabilities

Recall that Wy, ..., Wy, are coalescing random walks starting from distribution 72"

Lemma 3.8. Let His be the event that Wi and Wy hit by time C;logn.
P(Hy2) < (Clogn)/n.

Proof. Let A = {(v,v) : 1 < v < n} C G, x Gy, be the “diagonal.” Let W] and W) be
independent random walks. Since (W](t), Wj(t)) =4 w2 for all t > 0, the expected occupation
time of A is (C}logn)7?(A). In the edge case 7 is uniform so 7%(A) = 1/n. In the site case

if we let d(x) be the degree of x and D =) _d(z) then 7(x) = d(z)/D so

d(z)> = M?>
2 —
m(A) = ; D2 < o
since d(z) < M, D > n, and |G,| = n.
The jump rate for (W/{(t), Wj(t)) is 2 in the site case and < 2M in the edge case, so when
W1 and Wj hit the expected time they spend together is > 1/2M and we have

M2
P(ng) S (Cl logn)— -2M
n

which proves the desired result. ]

Remark 8. In what follows we will prove the result only for the site case, since the time
change argument in the last paragraph of the proof can be used to extend the argument to
the edge case.

The computation of higher order coalescence probabilities is made complicated by the
fact that if particles 1 and 2 are the first to coalesce at time 77 o then the joint distribution of
(Wy, W3, Wy) at time T is not 73. To avoid some of these difficulties, we will estimate the
probability that coalescences occur in a specific pattern, and ignore collisions not consistent
with the pattern. For example let Hy534 be the event that

e 1 and 2 coalesce at T15. We ignore collisions involving particles 3 and 4 before that
time.

o At time Ty934 > T2 particles 3 and 4 coalesce. We ignore particle 1 on [T12, 12 34]-

We say particle 1 in the second bullet because, in our coupling, at time T} we drop W, and
use W] to move the coalesced particle.

The act of ignoring particles may look odd but the reasoning is legitimate. Doing this
enlarges the event that the coalescences occurred in the indicated pattern leading to an over
estimate of the probabilities of interest.

Lemma 3.9. P(Hy3,) < C(log®n)/n.
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Proof. By Lemma 3.8, the probability of the event Hy, that 1 and 2 hit by time C] logn is
< C(logn)/n. Since we are ignoring particles 3 and 4 up to time 77, their joint distribution
at time T}, conditional on H 5 is 72. This implies that

P(H12734) S P(ng) . (O IOg n)/n
which proves the desired result. Il
Consider now the event His 3

e 1 and 2 coalesce at time T15. We ignore collisions involving particles 3 and 4 before
that time.

e 3 coalesces with particle 1 at Tia3 > T12. We ignore particle 4 during [T}2, T2,3].
Lemma 3.10. There is an § > 0 so that P(Hyp3) < C'logn/n't®

Proof. As in the previous argument the probability that 1 and 2 hit is < C(logn)/n and at
time T2 the location of W3 has distribution 7 and is independent of W{. Unfortunately W}
does not have distribution 7 since it may be easier for particles 1 and 2 to coalesce at some
points than others.

Let mmin be the minimal value of w(x) and let L = (1/5)log,,; n. Using the observations
that (i) since the max degree is M > 3, the number of vertices at distance k from a fixed
vertex is < M* and (ii) by Lemma 2.5 the probability two particles separated by k < L hit
by time C)logn is < C27%, and (iii) two particles that are separated by more that L must
come to within distance L before they hit.

L/2
P(Hyz3|Hiz) < Z 27K M T pin + 27L/2(n — ML/2)7Tmm
k=1
> ) 02_(1/10) logps n
~L/2 , -5
<27 i p_(2/MY < = — 25— <Cn
7=0
which proves the desired result. Il

Lemmas 3.9 and 3.10 contain all the ideas needed to estimate general coalescence patterns.
The hardest part of doing this in general is to find appropriate notation to enumerate the
possibilities. To do this we will use notation used to describe phylogenetic trees. For example

H(((12)5)9),(34),((67)8)

means that first 1 and 2 coalesce, then 3 and 4 coalesce, next 5 coalesces with (12), 6 and 7
coalesce, 8 coalesces with them and finally 9 coalesces with ((12)5). In defining these events
we ignore collisions between particles that have already coalesced with another one. In the
example under consideration we have

logn i _
Hﬂmmmmmw@§0<7l)~n“§0nw2
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We say a random walk W; is isolated if W; does not coalesce with other random walks

by time Cy logn. Suppose s is the number of isolated random walks among W7, ... W, and
define

-----

7777 1k

Lemma 3.11. Given any k coalescing random walks W, , ..., W, starting from the station-

ary distribution, then there exist constants C' > 0 and 0 > 0 such that the probability of no
1solated random walk 1s bounded by

P(GN, ) < C/n*? (20)

110k

3.3 Moment estimates
We begin with second moments.
Lemma 3.12. If n is large E[Z,Z5] < (C'logn)/n.

Proof. On Hs,
Y(Wi(r)Y (Wa(r) = Y*(Zi(r)) < 1

so the contribution to the expected value is < C(logn)/n. Since W{(r) and Wi(r) are
independent and have distribution 7

E[Y (Wi(r)Y (Wy(r))] =0
Using our coupling and this we get

|E[Y (Wi(r)Y (Wa(r); H]| = [E[Y (Wi(r)Y (W5(r)); H)|
Clogn

= [E[Y (W{(r))Y (W5(r)); Hi2]| < P(Hz) <

and the desired result follows. O

Turning now to 4th moments, let S be the number of isolated random walks among
Wh WQ, Wg and W4. Then

4
AVAVY YN AVAVAY AV IR (21)

s=1
Case 1: s=1. First by symmetry, we have
E (21757374, S = 1] = 4E [ 212223 Z4; G1yy N G5°)

where 4 comes from the choices of the only isolated random walk. Now we couple Wy to
an independent random walk Wj. Precisely, (Wy, Wy, W3, Wy) = (Wq, Wo, W3, W}) until
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W, = Wy hits the trajectory of W; for some ¢ < 3. When this occurs, the first vector
becomes (Wy, Wy, W3, W;). From this coupling, we know

E [Z12:Z574; Gy N GY°| = E [Z122Z32}; Gray 0 G
Note that Z} is independent of Z;, Z,, Z3. Hence E [Z1Z2Z3Zfl; Gﬁé] = 0. This implies
\E [212:2323; G N GE°]| = |E [ 212225 Z3; G 0 GO |

C
§3 ‘E [ZIZ2Z3Z!,L; Gi\g‘) N G14” < 3P(Gi\g§ N 014) < ﬁp(le’g) < ClOg n/nH% (22)

Case 2: s=2. Similarly, symmetry tells us
E(2,2,Z3Z4; S = 2] = 6E [ 21252324 Gy N G5Y| = 6E (212237, G120 Gy

Now couple (W35, W,) to independent random walks (W3, Wy). Precisely, (Wy, Wy, W3, Wy)
and (W, Wy, Wi, W)) are the same until W3 or W; hits others. Then

E [ZIZ2Z3Z4§ G12 N Ggﬁﬂ =F [ZIZ2ZéZ£1, G12 N Gészﬂ

Note that Z} and Z) are independent of Wy and Ws. Hence E [Z,Z5757); G13] = 0. This
implies

|B[2,Z,24,2}; Gra 0 GEY)| = | B[ 20 2.2 Z; Gro N G5
S C (P(ngjg) + P(H12’34)) S ClOg n/nH‘S

The first inequality holds because on G5 if Wy is not isolated, it can either hit W, or W,
which has probability bounded by C'P(Hj33) where the constant C' takes care of the order
of coalescent; or it can hit W without hitting W or W5, which has probability bounded by
P(Hyz34). The same argument applies to Wj. Therefore, we have obtained

E[2,7Z5757,; S = 2] < Clogn/n'*? (23)

Case 3: s=3. Impossible

Case 4: s=4. Couple W;, 1 <i < 4 to independent random walks W/, 1 <i < 4. Precisely,
they agree until there is a coalescence. Then

E [leQZSZ4, S = 4] = E [21222324; Gzlsz%d
= E[212,2,2}; G| = —E [212,23 2} G133
Now G%5%S is a disjoint union of events
e

where A G {1,2,3,4} and A° = {1,2,3,4}\A. Combining this with (21), (22), and (23)
gives Lemma 3.3 for m = 2.
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General m. To compute E[Z1Z; ... Zy], let S denote the number of isolated random walks
among Wy, ..., Wy, at time C;logn. Then

2m
s=0
For any 1 < s < 2m, first symmetry gives us
2m NI 150
BlZ1Zy ... Zyp; S = 5] = s ElZ\Zs ... Zom; G s N G i1 2] (25)

Hence we just need to focus on the case where the last s random walks are isolated while
no isolated random walk appears in the first 2m — s random walks. Now couple W; with
2m — s+ 1 < 5 < 2m to independent random walks I/V]’ with 2m — s+ 1 < 7 < 2m.
Precisely, (Wi, ..., Way,) and (Wh, ..., Wop—s, W3 1, ..., Wy, ) are identical until any W;
with 2m — s < ¢ < 2m hits another particle. Then

[=E[Z ... Zom: Gy 0G0 o]

1..2m—s
. NI '
=F [Zl ce ZZm*SZém—s—&—l s Zérm Gl...?m—s N GZQST;)L—S—&-L.Qm} (26)
As before, note that 75, ..,,...,Z;, are all independent of Zi,..., Zsy,—s. This implies
that E [Z; ... Zom—sZbp g1 - 2o Gy ] = 0 and that
. ANT ‘ . NI iso,
E[Zl s Zém’ Gl...2m—s N Gz2f701—s+1...2m] = _E[Zl s Zém’ Gl...2m—s N GZQS;Lierl..AZm] (27)
Note that G, NGy | ,,. is a union of disjoint sets of the form

oy Gy
where AG {2m —s+1,...,2m} and A° = {1,2,...,2m}\ A. Combining this with (26) and
(27) gives

I< > \E[Zy ... Z},,; GN 0 G|

A;{2m—s+1 ..... 2m}

Since |A| < s — 1, we have reduced the number of isolated random walks by at least 1. Now
apply similar argument to each G N G%°. Note that Z!, i € A are independent of the Z;
i € A°. Hence E[Z; ... Z},; GY!] = 0. This implies that

E|Zy... 2} ;GNINGY) = —E[Z, ... Z),; GNI 0 G5

We can further subdivide each G N G%*° into disjoint sets of the form G/ N G5 where
BS AG{1,...,2m} and thus |B| < s — 2. This leads to

I<cC > |E[Zy ... Zh, GREN G

B;{zm—sﬂ ,,,,, 2m}, |B|<s—2

where the constant C takes care of the possible repetition of GE! N G%° from those subdivi-
sions. We can keep doing this and decrease the number of isolated random walks by at least

23



1 at each step until we have no isolated random walk, i.e. when all those A (or B )given
above have |A| =0 (or |B| = 0). We will eventually have

I <CIE[Z; ... Zyy;

2m»

Since |Zl o Lom—s Dy - - - Z§m| <1, then by Lemma 3.11 we have
[ <CP(Ghy o) < C/n™ (28)

and the proof of Lemma 3.3 is complete.

3.4 Bounding the drift
The drift

BE) =D 7@ Y enuw=2 =1 or er(o)=1)

z€Gp Y~T 2T, 2FY
— Lgy (@)=1, &re(y)=2 OT £x,=2}]

We want to show

Lemma 3.13. There is a v > 0 so that for any m there is a constant C,, so that

Cin

P(|B(Exe) — b(Xt)| > €|lFi—(cr10gm)/n) < Zampy o (29)

Proof. We prove the result for the edge case and leave the straightforward extension to the
site case to the reader. If we let 1(z|y|z) is the indicator function of the event that the dual
random walks starting from z, y, and z at time ¢ do not hit by time ¢ — C;(logn)/\ and

p(zlylz) = El(z|y|z) then

[ (6t)|ft C1(logn) /)\ Z Z Z .T’y| 1 - U)(l - 212) (30)

xEGn Y~T 2T, 2FY

Z ST N plalylp)a - @)@ - 2a) (31)

QJGGn YN 2T, 2FY

The random variables 1(x|y|z) are dependent if the triples (z,y,z) and (2', ¢/, 2’) overlap
or if the associated random walks coalesce. To simplify things we will let 1(z|y|z) be the
event none of the walks r-coalesce, i.e., the pair collides before either of them exits B(x,r),
where r = elogn and ¢ will be chosen later to be small enough. Let

Yoy = 1(alyle) = plalylz) and Y. =1(alylz) —p(zlylz)

where p(z|y|z) = E(1(z|y|z)). As before we will compute 2mth moments of the sum over
x € G, and neighbors y, z # y of x. The calculation is simpler here than in Sections 3.2-3.3,
since we are only concerned whether the particles coalesce and not how they are spread over
the graph at time C} logn.
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Lemma 3.14. There is a § > 0 so that for any m we have

2m
E (Z }Afx’y,z> < C,,n'"B.

x?y’z

Proof. The sum has K =) _d(z)(d(z) —1) terms. The 2mth moment of the sum has terms
of the form.

A ~

Y, Y,

T1,Y1,21 T2m,Y2m,22m

If some x; has distance 3r from all of the other x; then Y, ,, .. is independent of the product
of the rest of the random variables and the expected value is 0.

Suppose now that for each z; there is at least one z; that is within distance 3r. Create a
graph D (for dependency) where there is an edge between ¢ and j if d(z;, z;) < 3r. Let  be
the number of components in the graph. The number of points within distance 3r = 3clogn
of a given x is < M31°e" = nf_If the dependency graph has x components the number of
terms < Apn*n®@m=*) When D has no singletons £ < m. Since E|Yz, 4121+ Yaor yom.zom | <
1 the desired result follows. O

To bound the sum of the Y, , . we will write

Yoy = Yoy + (0(zlyl2) — plalyl2)) + (L(aly|z) — L(x]y|2))

To control the middle term note that Lemma 2.3 implies that with high probability the
two walks that are separated by r = elogn will not hit before they are separated by 5r is
< 21=¢elogn = 9n=a  Using this result repeatedly we see the probability they do not hit by
Chlogn is < Cn~®. Thus

Z Ip(z|y|z) — p(z|y|z)| < en' ™

m7y72

To control the 2mth moment of the sum of the third term, suppose we are given 1 <
K < 2m distinct (z;,y;, 2;) where y; and z; are different neighbors of z;. Note that Z =
That is, for any 4, there exist a pair among (W% W¥ W#) such that they do not r—coalesce
but coalesce after exiting B(z,r). As before, we only focus on coalescent in a specific pattern
and consider the event H as the following:

e Suppose Ty = 0. Some particles from (W*1 WY W?) coalesce at time T} but do not
r—coalesce. We ignore collisions involving other particles and let them do independent
random walks before that time.

o (W= WY TW#) are ignored immediately after time 7} except for the ones who appear
in (W= Wv2 W#). At time Ty > T}, some particles from (W2, W¥2 W#2) coalesce
after exiting B(xq,r). We ignore all other particles on [T}, T3].

e In general, at time T > Ty_;, some particles from (W W¥ W#) coalesce after
exiting B(zg, ). We ignore all other particles on [Tj_1, T].
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This again enlarges the probability of our interest up to a constant factor from permu-
tation. Moreover by Lemma 2.5, each step has probability < C/n™® to occur . Hence

P(Z >0) < CP(H)
2m
< CI[P (T < 0| Ti100) < C/n K@
k=1

" 2m
Note that in the expansion of <Zx J2 Lxlylz) — ]l(x|y|z)) , the number of terms consisting

of such K distinct (x;, s, 2;) is < nfM(M —1).
This implies that

2m
E(Zﬁ@m&—ﬂm@) <2Mﬁw 1) x OJnKe < Cpimii-a),

x?y7z

Combining our results and using Chebyshev’s inequality, the proof of Lemma 3.13 is com-
plete.

3.5 Final details
To extend Lemma 3.13 to bound the probability of

o = { [ 190x) b0l ds 2

we subdivide the interval [0,#] into subintervals of length 1/An!/2. Within each interval the
probability that more than 2n'/? sites will flip is < exp(—cy/n). From this it follows that if
2te < n then

. Cm
P(Q5) < tan*/? { /2 + exp(— C\/ﬁ)] (32)
The last bound only works for fixed ¢t. To get long time survival we will iterate. Let
To =inf{t: |z, — 1/2] < &}

and note that z; is the solution of the ODE so this is not random. this is not random.
Theorem 4 implies that at this time | X; — 1/2| < 2e with very high probability, i.e., with an
error of less that Cn~(m=1/2 Let

T = ll’lf{t > Ty |Xt — 1/2’ > 48}

and note that on [Ty, T7] we have |X; — 1/2| < 4e. There is a constant ¢, so that if z(0) =
1/2 + 4e or z(0) = 1/2 — 4¢ then |x(tg) — 1/2| < e. Let S; = Ty + tg. Theorem 4 implies
that with high probability | X (S;) — 1/2| < 2e and | X; — 1/2| < 5¢ on [T}, S;]. For k > 2 let

Tp = inf{t > Sy_1:|X; —1/2| > 4e} and Sy =Ty + to.

We can with high probability iterate the construction n(™~2/2 times before it fails. Since
each cycle takes at least fy units of time, the proof of Theorem 3 is complete.
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